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                                                                                VALIDITY HANDOUTS


	Type of Validity
	Description
	Importance
	Threats
	How to Reduce Threats

	Statistical
	Are 2 variables related to each other (i.e., do A and B covary)?


	Always somewhat compromised b/c of Type I Error (i.e., conclude that the relationship exists when in fact it does not) but you want to maximize statistical validity by taking into the account the ever-present possibility of committing a Type I Error (i.e., maximum likelihood to see some relationship between A and B).

Extremely crucial when conducting one-shot designs (i.e., need sufficient power, identification of extraneous variance, and correct predictions of the direction of the relationships!


	1. Low power 

2. Violated assumptions

3. Family-wise error

4. Unreliable measures (inflates error variances b/c DV assessed with unreliable measures)

5. Unreliable implementation

(inflates error variances b/c research procedures not standardized – different experimenters using different procedures)

6. Heterogeneous sample (although increases external validity, also increases variances, contaminants, and error variances)

7. Random factors (inflates error variances)


	1. Sufficient sample size (N=20k, k=# of variables in regression equation)

2. Check scatter plots and residual plots

3.  Adjust significance level (() when >10 statistical tests (e.g., Bonferroni Adjustment)

4. Use established instruments that are valid and reliable or use psychometrics to create own instrument

5. Create detailed protocol

6. Random sampling of representative population

7. Can’t predict or control (e.g., rain, closures, etc…)

	Internal

Internal
	Can you detect which one of 4 relationships is the correct relationship between A and B?
	If low, then no point in doing the study – very important!

Reasons for lack of random assignment

a. Logistics (too difficult due to time and/or manpower restraints)

b. Intact groups (pre-existing groups that can’t be separated but maximizes external validity)

c. Equity issues (e.g., administrator is looking out for best interests of all individuals and won’t allow a control group)


	1. Lack of random assignment
a. History (event in external world contaminates results)

b. Maturation (participants gaining experience overtime at unequal rates)

c. Testing (familiarity with assessment tools – desire to be consistent and recall previous answers)

d. Instrumentation (characteristics of the instrument itself affects responses creating floor (instrument too difficult), or ceiling (instrument too easy) effects)

e. Regression (unusual responses at initial assessment that are not representative  and usual responses at later assessment(s) – interventions can mask this threat!)

f. Selection (unusual group w/in sample on some relevant characteristic)

g. Mortality (participants drop out of study – only issue with repeated measures designs and increases with increased length of study and/or increased number of assessments)

h. Selection interactions (selection threat combined with another threat listed above – creates severe impacts on data!  Most common: selection maturation and selection history)

2. Lack of control of the environment

a. Diffusion of treatment (treatment group informs control groups of intervention)

b. Resentment (control group angry that not receiving intervention that they actively sabotage the experiment)

c. Compensatory rivalry (control group performs above average to try to outperform treatment group – differences between groups disappears and looks like maturation of control group)

d. Compensatory equalization (administrator feels bad for control group and gives them a reward, treatment group upset that they do not receive a reward and stop performing normally to intervention – looks like treatment is failing)

3. Theoretical threat (misunderstand nature of relationship, i.e., directionality)
	1a, 1b, 1c, 1d, 1e, 1f, 1g, 1h. Random assignment should minimize by creating an equal dispersion of effects in all conditions

1c. Allow enough time between assessments for initial responses to be forgotten, but too much time increases chance for history threat

1g. Offer completion incentive(s)

2a, 2b, 2c, 2d: Can’t control who is talking to whom b/c of environment

3. Need strong theoretical background of variables

	Construct 
	Are you measuring the right variables of interest (i.e., are you actually measuring A and B)?  


	Important for theoretical accuracy

Classic example: placebo effect.
	1. Inadequate operational definition

2. Mono-operation bias (no variety in how you manipulate the construct and where you measure it)

3. Mono-method bias (no variety in measurement technique, sample, or setting)

4. Hypothesis guessing (respondents think they know the purpose of the study and tailor responses to how they think you want them to respond)

5. Evaluation apprehension (respondents are concerned about issuing responses seen as socially undesirable/acceptable – results in severe over- or underestimated results

6. Experimenter expectancy (interpreting ambiguous data that has to be coded consistently with the hypotheses)

7. Novel treatments (respondents react to a task that is outside of the realm of what sample population would do in daily life)

8. Turning continuous variables into discrete variables (median/tripartite splits of responses)

9. Testing-treatment interaction (initial assessment alerts respondents to upcoming treatment)

10. Construct generalizability (constructs are too closely related/correlated to separate.
	1. Manifest variables must be theoretically reasonable measures of latent constructs and measurements must be unambiguous (state, by variable X, I mean…)

2. Use a separate instrument to measure constructs

3. Vary measurement technique, sample, and/or setting

4. Post-study questionnaires asking about the purpose of the study

5. Ensure anonymity (difficult with most sensitive issues)

6. Inter-rater reliability (e.g., 10% of coding > 90% same by more than one coder)

7. Either run pre-trial sessions that familiarize participants to upcoming tasks or use mundane approaches

8. Just don’t ever do it because you are ignoring data that you collected!!!!

9. Be careful about initial assessment does and does not address

10. Anticipate arguments and rebuttals prior to selection of one construct over the other.

	External
	To what extent do your conclusions generalize beyond the sample?
	Of least concern, b/c some situations generalizing may be irrelevant or sample sizes are too small (i.e., lab and single-shot designs)
	1. Selection (sample is atypical of larger population)

2. Setting (results are specific to the region where study was conducted even if have a representative sample)

3. Time (results may be particular to a given point in time (e.g., gun control support increased after Columbine shootings); works similar to history theat)
	Maximize external validity by:

a. Representativeness sampling: identify important subgroups and randomly sample from each subgroup (maintains some element of randomness)

b. Heterogeneity sampling: construct sample to be as different as possible (purposeful construction is very time consuming but effective)

c. Modal distance sampling: identify the most intact group that most closely respemples the population and work only with that group (no other subgroups of population).


Validity considerations as part of research design
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Source: Black, T. R. (1999). Doing quantitative research in the social sciences: An integrated approach to research design, measurement, and statistics. Thousand Oaks, CA: SAGE Publications, Inc. (p. 58)

Sources of invalidity and the types of validity affected

	Sources of invalidity (Stage of study)
	Description
	Construct
	Internal
	External
	Statistical

	Primarily design choice:

1. No comparison across groups

2. Time: other events

3. Time: maturation
	Just one group

Additional to treatment

Internal change of subjects
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	Sampling and assignment to groups:

4. Selection: sample (and assignment)

5. Selection: regression

6. Selection: sample stability

7. Interaction of time with sample

8. Interaction of independent variable with sample
	Poor original sample and/or non-random assignment to groups

When classifying extreme groups

Such as loss over time

Time delay reduces sample quality

Often due to poorly defined population
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	Externally imposed treatment:

9. Direction/nature of causality uncertain

10. Unnatural/invalid experiment/treatment
	For example, time sequence not established

Difficult to generalize to reality
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	Instrument design:

11. Invalid measurement of errors

12. Instrument reliability
	Weak instrument/classification

Low reliability
	(
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	Data collection:
13. Learning from instrument

14. Instrument reacts with independent variable/treatment

15. Other interactions
	Instrument influences dependent variable

Often during data collection

Idiosyncratic to designs
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Source: Black, T. R. (1999). Doing quantitative research in the social sciences: An integrated approach to research design, measurement, and statistics. Thousand Oaks, CA: SAGE Publications, Inc. (p.73)

State questions and hypotheses, identify variables





Determine design structure





Identify population and sample





Design instruments and classify: operational definitions





Select statistical test for resolving hypotheses





Carry out plan, collect data





Analyze data, draw conclusions and evaluate process








Planning Stage








Execution Stage





Construct Validity
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Statistical Validity





External Validity
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