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Abstract. Statistical methods emphasizing formal hypothesis testing have dominated the analyses used by ecologists to gain insight from data. Here, we review alternatives to hypothesis testing including techniques for parameter estimation and model selection using likelihood and Bayesian techniques. These methods emphasize evaluation of weight of evidence for multiple hypotheses, multimodel inference, and use of prior information in analysis. We provide a tutorial for maximum likelihood estimation of model parameters and model selection using information theoretics, including a brief treatment of procedures for model comparison, model averaging, and use of data from multiple sources. We discuss the advantages of likelihood estimation, Bayesian analysis, and meta-analysis as ways to accumulate understanding across multiple studies. These statistical methods hold promise for new insight in ecology by encouraging thoughtful model building as part of inquiry, providing a unified framework for the empirical analysis of theoretical models, and by facilitating the formal accumulation of evidence bearing on fundamental questions.
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INTRODUCTION

Ecologists have traditionally relied on a relatively narrow set of statistical techniques to gain insight. This set has typically included analysis of variance, t tests, contingency tables, and regression—techniques routinely taught in elementary statistics classes. The preponderance of papers published in contemporary ecological journals use one of these techniques to make inferences from data (Fig. 1). There are, of course, a broad range of problems that yield to such methods, notably problems that are amenable to replicated, manipulative experiments. However, despite the success of these traditional approaches in analyzing data from designed experiments, there is an increasing appreciation among ecologists that a singular focus on manipulative experimentation and associated analyses compresses the range of questions that ecologists can address (Hilborn and Mangel 1997, Anderson et al. 2000, Burnham and Anderson 2002, Hobbs et al. 2006). There is danger that questions are chosen for investigation by ecologists to fit widely sanctioned statistical methods rather than statistical methods being chosen to meet the needs of ecological questions.

During the last decade, dramatic increases in computing power have made it far easier to estimate parameters in ecological models using likelihood and Bayesian techniques. These methods and associated procedures for model selection and evaluation offer new opportunities to gain insight from observational and manipulative studies (Johnson and Omland 2004). To facilitate discussion, we will refer to these methods as the new statistics, acknowledging that these techniques are not new in the sense that they have been recently developed by statisticians. However, they are new to most ecological researchers. Their use has increased rapidly (Fig. 1).

The aim of the new statistics is to evaluate the relative strength of evidence in data for hypotheses represented as models. Traditionally, models used by ecologists for statistical inference have been limited to a relatively small set of linear forms. The functional forms and definitions of parameters in these models were chosen for statistical reasons; that is, they were not constructed to explicitly symbolize biological states and processes. Consequently, composing models to represent hypotheses has traditionally played a relatively minor role in developing testable statements by most ecological researchers. Statistical models were used to represent verbal hypotheses, and little thought was applied to the model building that ultimately supported inference.

The relationship of the new statistics to models is different. Models and modeling come to the fore in the...
new statistics—the full range of models that can be imagined by the researcher are subject to analysis. As before, these include purely statistical models, whose parameters are not defined biologically, but now it is also possible to analyze biological models, whose variables and parameters explicitly symbolize ecological states and processes. The new statistics require deliberate, thoughtful specification of models to represent competing ecological hypotheses.

We believe that the new statistics offer an important alternative to traditional methods in the analysis of ecological data. We believe these techniques are accessible to the broad range of practicing researchers. In this paper, we provide an entry point for learning the new statistics and their application to ecological problems. We outline the essential features of these approaches, provide supporting text and demonstration material, and offer citations allowing more in-depth study.

This paper will be organized as follows. We begin by describing the role of models in representing ecological hypotheses, an idea that forms the foundation of the new statistics. We then describe the concept of likelihood and sketch its use in estimating values of parameters in biological and statistical models. Likelihood is a central feature of contemporary techniques for model selection and multimodel inference based on information theoretics, which we describe next. We close by schematically treating several related topics, including inferences based on data from diverse sources, Bayesian approaches to parameter estimation, and meta-analysis. It is not our purpose to provide a detailed, comprehensive treatment of these topics, but rather to offer motivation and general concepts needed as a starting point for self-teaching.

**MODELS AS HYPOTHESES IN ECOLOGY**

We begin with the idea that all statements in science are approximations of a complex truth, and the work of scientists is to evaluate how well or how poorly our statements achieve that approximation (Burnham and Anderson 2002). Models are a particularly precise scientific statement because they avoid the inherent ambiguity of language by using mathematics to symbolize states and processes. Some scientists have distinguished between models and hypotheses (Caswell 1988, Hall 1988, Onstad 1988, Ulanowicz 1988), but we believe that distinction is not useful. Thus, in our view, the starting point for all analyses in the new statistics is the formulation of a set of models representing multiple competing hypotheses about the way ecological systems work. Formulating these alternatives requires the ecologist to bring together his or her knowledge about the system under study, knowledge that can come from scientific literature, previous experiments, or observations and experience. This prior knowledge can enter into the analysis in a formal way, as we will briefly discuss in a later section. However, it is also used informally to develop the candidate set of models to be evaluated. In either case, we cannot overstate the importance of this step: formulating alternative hypotheses expressed mathematically. The ability to gain insight pivots on developing models that make competing predictions and that can be evaluated with data at hand or data that will be collected. These models need to make useful, interpretable statements about processes in nature. Thus, the foundation of the new statistics in ecology is built from the ability of ecologists to represent testable ideas as mathematical models.

One of the most important decisions in building ecological models is how detailed they should be made. Historically, this decision was made subjectively by the modeler. The new statistics allow this decision to be made objectively: the level of detail in the model is decided by the data available to estimate the parameters in the model. All types of models used by ecologists, including dynamic differential and difference equations applied to time-series data (e.g., Forchhammer et al. 1993, Tanaka and Nishii 1997, Grenfell et al. 1998, Mduma et al. 1999, Dennis and Otten 2000, Bjornstad et al. 2002), static linear and nonlinear models of ecological relationships (e.g., Strong et al. 1999,
Vucetich et al. 2002, Hobbs et al. 2003), as well as traditional statistical models (Garrott et al. 2003), can be evaluated by the techniques offered here (also see Hilborn and Mangel 1997, Burnham and Anderson 2002). A discussion of how to formulate models is beyond the scope of this paper, but there are many excellent texts providing a general introduction to ecological modeling (e.g., Edelstein-Keshet 1988, Haefner 1996, Hastings 1997, Gurney and Nisbet 1998, Gershfeld 1999, Taubes 2001).

**USING LIKELIHOOD TO EVALUATE MODELS WITH DATA**

**Maximum likelihood estimation of model parameters**

In this section, we introduce the concept of likelihood, referring the reader to several texts (Azzalini 1996, Royall 1997, Clayton and Hills 1998, Pawitan 2001) for more detailed, in-depth treatments of the topic. The likelihood approach to analysis differs in an important way from traditional statistics (Royall 1997). In the traditional framework, we formulate a null and an alternative hypothesis, design an experiment or sampling protocol to test the null hypothesis, and take observations that are appropriate for our test. We then ask the question, “What is the probability that we would observe the data if the null hypothesis were true?” This question is answered by a $P$ value, which is defined as the probability of obtaining a value of the test statistic more extreme than the one observed given that the null hypothesis is true. If the probability of observing the test statistic given the hypothesis is small, then we reject the hypothesis and accept the alternative. Traditional hypothesis testing is based on calculating the probability of observing specific data ($Y$) or data more extreme than $Y$ given the null hypothesis, $\theta_{null}$, that is, $P(Y \leq y | \theta_{null})$ (Edwards 1992, Royall 1997). Note that $P$ values associated with traditional statistical tests do not assess the strength of evidence supporting a hypothesis or model. Rather, they are statements about the probability of extreme events that we have not observed (Royall 1997). In this framework, the hypothesis is fixed and the data are seen as variable.

The new statistics depart from this approach. In evaluating a set of models, we presume that we have data in hand. This doesn’t mean that all analyses need to be post hoc; the approaches we describe are equally suitable to designed investigations. However, it does mean that when the analysis starts, we have data and we wish to understand the strength of support in the data for competing models (i.e., hypotheses). So, in contrast to the probability statement above, we are now interested in the likelihood ($L$) of competing hypotheses given the data, which is proportionate to the probability of the data given the hypothesis (Edwards 1992):

$$L(\theta|Y) \propto P(Y|\theta).$$

It is important to understand that $\theta$ represents a set of parameter values specifying a particular model or models and that we are interested in the probability of observing the data $Y$ given those parameter values. So, competing models can have the same set of parameters with different values for them, or more importantly, can have different sets of parameters specifying different model formulations. In this framework, the data are fixed and the hypothesis is variable. Estimating the likelihood of different models given the data (Eq. 1) allows us to evaluate the relative support in the data for each model. It also allows us to evaluate the strength of evidence supporting each model relative to competitors. The remainder of this section will schematically describe how to do that.

Ecological models make predictions about states and processes of interest as functions of parameters ($\theta$). Thus, in this context, “model,” “parameters,” and “hypothesis” can be used more or less interchangeably. We can gain insight from ecological models by comparing their predictions to observations. For a single observation, the likelihood of the prediction of a model is proportionate to the probability of making that observation conditional on the model’s parameters. More formally, presume we have a model $f(\theta)$ that makes predictions on a variable of interest, for example, population density, carbon flux, or metabolic rate. We have a data set $Y$ composed of $n$ individual observations on that variable, $Y = \{y_1, y_2, \ldots, y_n\}$. It follows from Eq. 1 that likelihood of the value of the parameter (or parameters) in our model given a single observation $y_i$ is

$$L(\theta|y_i) = g(y_i|\theta)$$

where the function $g(\cdot)$ is a probability function (if the $y_i$ are discrete) or a probability density function (if the $y_i$ are continuous). Because we are interested in making statements about the relative support in data for alternative models, we can assume that the constant of proportionality equals 1. Eq. 2 gives the likelihood of the model parameters conditional on a single observation, but to evaluate models based on full data sets, we must be able to maximize likelihoods by comparing multiple observations with multiple predictions. When we can assume that the deviations are independent of one another, then

$$L(\theta|Y) = \prod_{i=1}^{n} g(y_i|\theta).$$

Eq. 3 simply means that the likelihood of the parameters given the full data set is the product of the probabilities of the individual likelihoods given the model parameters. Again, we seek to find a set of model parameters that maximizes the likelihoods. For computational simplicity, as well as for more fundamental reasons, it is often more useful to maximize the log likelihoods, in which case we have the following:
that is lost when a given model is used to represent truth (Burnham and Anderson 2002). As such, it represents a fundamental quantity in science.

Although the mathematical details of the calculation of the KL distance are beyond the scope of this paper, these calculations explicitly contain a term for truth, a term that is vital to the interpretation of the KL distance, but makes it difficult to use in a practical, statistical sense. Scientists never know "truth." Thus, an enormous advance in science was made when Hirotugu Akaike (1973) linked fundamental concepts in information theory with fundamental concepts in mathematical statistics by deriving a way to estimate the expected value of the relative KL distance without explicitly knowing truth. This linkage provides a rigorous way to evaluate the strength of evidence in data for alternative models. Reiterating, Akaike's Information Criterion, or AIC, is an estimate of the expected value of the KL distance:

$$\text{AIC} = -2 \ln[L(\hat{\theta} | Y)] + 2K$$

where $L(\hat{\theta} | Y)$ is the likelihood associated with the maximum likelihood estimates of the model parameters, $\hat{\theta}$, given the data set $Y$, and $K$ is the number of parameters in the model plus any variance terms needed in the likelihood function that are estimated from the data. There are variations of AIC suitable for small samples (i.e., AICc) and for overdispersed data (QAIC), which are discussed more fully elsewhere (Burnham and Anderson 2002). Here, it suffices to understand that AIC provides a way to evaluate ecological models using data. Models can be ranked using AIC where the best model, the one that sacrifices the least information when it is used to approximate truth, has the lowest AIC value. The relative support in the data for these models can be quantified using techniques described in the next section.

**Model selection uncertainty, strength of evidence, and multimodel inference**

Inference in the new statistics can be viewed as a contest among competing models, a contest arbitrated by data. Although AIC provides a basis for choosing the best model and ranking its competitors, there is some uncertainty that the chosen "best" KL model would emerge as superior given a different dataset. Akaike weights provide insight into that uncertainty. They are calculated as follows. Presume we have formulated a set of $r = 1 \cdots R$ candidate models. We will define the difference in AIC values between the best model and model $r$ as $\Delta_r = \text{AIC}_r - \min(\text{AIC})$. Thus, the $\Delta_r$ for the best model, the one with the lowest AIC, is 0, and other models are ranked in descending order of the $\Delta_r$ relative to the best one. The likelihood of model $r$ given the data is

$$L(\theta_r | Y) = e^{-2\Delta_r}$$
and the Akaike weight, \( w_j \), is calculated for each model as

\[
    w_j = \frac{e^{-2\Delta_i}}{\sum_{r=1}^{K} e^{-2\Delta_r}}. \tag{7}
\]

The Akaike weights are very useful quantities, providing an estimate of model selection uncertainty, allowing assessment of relative strength of evidence in data for alternative models, and forming a basis for multimodel inference. They take values from 0 to 1. To quantify model selection uncertainty, the \( w_j \) can be interpreted as the "probability" that model \( r \) would emerge as the best model given many repetitions of the model selection exercise. Thus, the best models will have Akaike weights closer to 1 than the poor models have. This is not a probability in the Bayesian sense of a posterior distribution (more about this idea later), but rather is surmised from empirical, bootstrapped simulations where the proportion of times that a model is chosen as the best model is well approximated by the \( w_j \).

Ratios of the \( w_j \) provide estimates of the relative support in data for two models. Suppose we have two models with Akaike weights, \( w_j \) and \( w_r \), \( w_j > w_r \), \( \rho = w_j / w_r \). Calculating the ratio of the Akaike weights (\( \rho \)) with the weight for the better model in the numerator permits statements like "Model 1 has \( \rho \) times more support in the data than model 2." The precise interpretation of likelihood ratios and the technical meaning of the term support is covered nicely by Royall (1997). The summed likelihoods cancel in ratios of Akaike weights, leaving a ratio of likelihoods adjusted to account for differences in the number of parameters in models. Likelihood ratios illustrate a fundamental tenant of likelihood that all evidence is relative (Royall 1997). The central idea here is that it is not possible to evaluate a model without comparing its ability to represent the data relative to another model. It is important to understand that "another model" may be a model with different parameter values and the same structure, or it may be a model with a different structure, that is, with different sets of parameters and/or different mathematical operations.

The \( w_j \) also allow us to use more than one model in making predictions and inferences about parameters. Presume we want to compose a set of models allowing us to be \( \alpha \times 100\% \) certain that the set contains the best KL model. That set includes all of the models for which \( w_j \geq \alpha \) and we call it an \( \alpha \) confidence set. Given that all of the models in this set are supported by the data, it is nonsensical to use the best one alone to make inferences. The Akaike weights allow us to average model predictions and estimate parameters (contained in all models in the confidence set). To do so, we renormalize the weights such that the denominator of Eq. 7 is summed over the models in the set. In a process known as model averaging, we then obtain a weighted average of the models’ predictions, \( \hat{y} \), by summing the predictions of the individual models multiplied by their weights:

\[
    \hat{y} = \sum_{r=1}^{R} w_r f_r(x, \hat{\theta}) \tag{8}
\]

where \( R \) is the number of models in the confidence set and \( f_r(x, \hat{\theta}) \) gives the unweighted prediction of the \( r \)th model in the set. Model averaged estimates of parameter values can be obtained similarly for parameters that occur in all models in the confidence set.

Although these procedures identify the best models from a set of candidates, it remains possible that all of the models identified have low predictive power. Plots and regressions of observations on predictions (Haefner 1996:159), as well as confidence intervals on model predictions (Burnham and Anderson 2002:164), can inform the question of the ability of models to make predictions.

As before (Appendix A), we believe that these concepts become most transparent in a worked example. To that end, Appendix C illustrates the computations involved in obtaining maximum likelihood estimates of model parameters and selecting best approximating models using information theoretic.

The new statistics and designed experiments

Clearly, manipulative experiments with treatments and controls can be analyzed reliably with traditional statistics, and in this context, traditional statistics have served ecologists well. However, the approaches we describe here can also be used for manipulative experiments (e.g., Hilborn 1997:177–179, Hobbs 2003). As a simple example, consider a one-factor experiment where we measure the response of a variable to a treatment with two levels and a control. This can be cast as a problem in parameter estimation and model selection by estimating a model with a single parameter (\( \mu_0 \), averaged across all treatments), two parameters (\( \mu_c \) for the control and \( \mu_t \) for the treatments), or three parameters (\( \mu_c \) for the control, \( \mu_1 \) for the first level of the treatment, and \( \mu_2 \) for the second level). Following this logic, one could easily imagine how the analysis could be structured to handle all of the usual contrasts between means by evaluating the strength of evidence for alternative models. However, the interpretation of this analysis differs from the interpretation of ANOVA. Rather than trying to establish significant differences among means, we are able to compare the relative support in the data for several competing hypotheses about the effects of treatment. The \( P \) values calculated in analysis of variance do not estimate evidence (Royall 1997).

Using more than one source of data in parameter estimation

Many statistical tools (regression, analysis of variance) assume we observe a single dependent variable,
but biological models often make predictions about several observed variables. For instance, age and sex
structured population models predict the total population size as might be observed in a survey, the age
composition as might be observed in a sample from the population, and the sex ratio as might be observed in
either a survey or a sample (Fournier and Archibald 1982, Cooper et al. 2003). A model of brown bear
predation on salmon predicted both the number of fish eaten by bears on each day, and the time the fish had
spent in the spawning stream (Gende et al. 2004).

Likelihood theory can easily incorporate multiple
types of observations like these (Aguiar and Sala 1999,
Pawitan 2001; Appendix D). Assuming the observa-
tions are independent, then the likelihood of the model
parameters conditional on all types of observations is
the product of the likelihoods for each type of obser-
vation or the sum of the sum of the log likelihoods.
For example, if we have three types of observations, 
say x, y, and z, then the log likelihood of the three types
of data given model parameters \( \theta \) is simply

\[
\ln L(\theta | x, y, z) = \ln L(\theta | x) + \ln L(\theta | y) + \ln L(\theta | z)
\]

(9)

where \([L(\theta | x, y, z)]\) is the log likelihood of model
parameters \( \theta \) given observations \( x, y, \) and \( z \) and the
right-hand side of the equation is the individual log
likelihoods. This simple approach provides enormous
power to estimation of parameters or comparison of
models that are biologically realistic (Schnute 1994,
Punt and Hilborn 1997, Lubow et al. 2002, White and
Lubow 2002, Cooper et al. 2003).

In the new statistics, we write down the competing
biological models and then consider what predictions
these models make that can be compared to observa-
tions (Appendix D). For each observation, we consider
the appropriate likelihood, and each of these likeli-
hoods becomes a component of the total likelihood. In
this approach to modeling, estimation and model com-
parison is conveniently considered in the framework
of state space models (Aoki 1987, Schnute 1994, also
see Newman et al. 2006):

\[
x_{t+1} = f(x_t, \theta) \quad y_t = g(x_t, \phi)
\]

(10)

where \( x \) is the vector of state variables that completely
describe the system at time \( t \), \( y \) is the vector of ob-
servations of the system, \( \theta \) are the parameters of the
dynamic model relating the state variables from one
time to the next, and \( \phi \) are the parameters of the ob-
servation model that relate the observations \( y \) to the
state variables \( x \).

The biological model is used to predict the \( x \) values,
and the observation model is used to predict the ob-
servations \( y \). The likelihoods for each observation are
then used to compute the total likelihood. For example,
in an age-structured model, the state variables are nor-
mally the number of individuals alive by age and sex
(Appendix D). The observations might be the total pop-
ulation size and the number of individuals of each age
in a sample or samples. The parameters of the dynamic
model might be birth and death rates while the param-
eters of the observation model might be the fraction of
individuals seen in a survey method and any age or
sex selectivity in sampling methods. Newman et al.
(2006) give a detailed treatment of these kinds of mod-
els. The point here is that a likelihood framework pro-
vides a simple and intuitive way to estimate their pa-
rameters.

Using existing knowledge and data

In traditional statistics, each experiment is assumed
to be independent of previous work, and all evaluation
of hypotheses is related only to the data collected in
the individual experiment. These methods never ask
how to combine independent experiments to provide a
summary of total knowledge. For example, consider
again the age-structured population models which cus-
tomarily have the natural mortality rate as a parameter
distinct from a parameter that represents the harvest
induced mortality. We often find that it is difficult to
estimate the natural mortality rate. As a result of this
difficulty, it is common practice (Hilborn and Walters
1992, Punt and Hilborn 1997) to treat natural mortality
as known without error and simply input plausible es-
timates of mortality as constants into the models. The
estimated values are frequently taken from another ex-
periment or study, perhaps a tagging study, or an age
sample obtained in a place or time that had no harvest.
The problem with this approach is that assuming that
natural mortality is known without error is clearly
flawed, and results in model predictions with less un-
certainty than they should have. Models need to use
what is known about the uncertainty in previous pa-
rameter estimates to assure that this uncertainty is in-
cluded in model predictions.

Using the new statistics, we would consider the
natural mortality rate an unknown parameter of the age
structured model and include a likelihood component
for the natural mortality rate derived from the previous
study. For example, if an earlier study had estimated
the natural mortality rate \( m \) to be normally distributed
with a mean \( \mu \) and a standard deviation \( \sigma \), then the total log
likelihood for the age structured model would be

\[
\ln L_{\text{total}} = \ln L(\theta | Y) + \ln \left( \frac{1}{\sigma \sqrt{2\pi}} \right) \exp \left( -\frac{(m - \mu)^2}{2\sigma^2} \right)
\]

(11)

where \( Y \) is a time series of data available for estimating
the parameters of the age structured model; \( \theta \) is the
vector of parameters of the age structured model in-
including \( m \); \( L_{\text{total}} \) is the total likelihood for the model;
ln(ℓ(θ | Y)) is the log likelihood of the model’s parameters (including m) conditional on the current data, and

\[
\ln \left( \frac{1}{\sigma \sqrt{2\pi}} \exp \left( \frac{-(m - \mu)^2}{2\sigma^2} \right) \right)
\]

is the log likelihood of the estimate of m given data from the previous study. The interplay of previous knowledge and current knowledge can be seen in Eq. 11. If the estimated likelihood for the parameter departs from the previous estimate (μ), then the total likelihood gets smaller. The strength of the effect of the previous estimate on the current estimate depends on the variance of the previous one (σ²). Small variance means that the previous estimate will have a strong effect on the total likelihood; large variance weakens this effect.

Likelihood provides a convenient way to summarize our knowledge from a series of experiments (e.g., Cooper et al. 2003); so as long as these experiments are independent, then the likelihoods will multiply together, or as above, the log likelihoods will be added. When likelihoods are not independent, then the variance/covariance structure of the likelihoods needs to be included in the analysis. Treatment of variance/covariance structure is beyond the scope of this paper, but is covered nicely by Mood et al. (1963).

**Bayesian analysis**

The basic logic of accumulation of knowledge is as follows: what you know after a new set of data are analyzed is what you knew before the new data were available modified by what you learned from the new data. Consider a simple model with a single parameter θ. For our example here, we will assume that the θ, are discrete values. We can write this as a likelihood statement as a variant on Eq. 11

\[
ℓ(θ | \text{prior}, Y) = ℓ(θ | \text{prior}) \cdot ℓ(θ | Y)
\]  
(12)

where Y is the new data and prior is all the information available before the new data were collected. In likelihood theory, the likelihoods are relative and are not to be interpreted at probability per se, but rather are proportionate to probabilities.

It is a natural transition to move from using pre-existing knowledge with likelihood to Bayesian analysis. Rather than treating pre-existing knowledge as optional (as in the likelihood framework), Bayesian analysis requires that pre-existing knowledge of all model parameters be included in any current estimates of those parameters (Gelman et al. 1995). As such, Bayesian analysis is the natural framework to consider in the process of accumulation of knowledge in scientific endeavors because it requires you to summarize what you know before the new data is analyzed. There is not enough space in this paper to offer even an elementary tutorial on Bayesian methods. Other sources provide this introduction (Hilborn 1997, Punt and Hilborn 1997, 2002, Link et al. 2002, Calder et al. 2003).

Instead, we will touch on a few key points with the aim of motivating self-teaching.

Bayes Law for discrete hypotheses is

\[
P(θ | Y) = \frac{P(θ | \text{prior}) \cdot ℓ(θ | Y)}{\sum P(θ | \text{prior}) \cdot ℓ(θ | Y)}.
\]  
(13)

The two obvious differences between writing Bayes Law this way and the earlier likelihood statement (Eq. 12) is that now the pre-existing information about θ is stated as probabilities rather than likelihoods, and the denominator, which simply scales the numerators, assures that the probability across all hypotheses adds to 1.0.

Twenty years ago the use of Bayesian statistics in science was widely debated (Efron 1986, Howson and Urbach 1991, Jeffreys and Berger 1992, Dennis 1996), but now, the preponderance of statisticians use Bayesian statistics to some extent, and Bayesian methods are widely accepted. Much of the earlier controversy revolved around the use of subjective “opinion” in formulating the prior distributions. In modern applications, it is far more common to use pre-existing data sets to formulate priors, or to use “diffuse” or uninformative priors that do not give strong prior probability to any hypotheses.

Most people continue to believe that the distinguishing character of Bayesian statistics is the use of prior information, yet as we saw in the previous section, prior information can be used in a strictly likelihood framework. There is nothing uniquely Bayesian about accumulating knowledge from one experiment to another. However, Bayesian statistics are unique in two very important, but unappreciated, ways. First, the application of Bayes law produces probabilities of hypotheses; no other statistical approach does this. Bayes Law is simply a restatement of the laws of conditional probability and is not challenged by anyone as a mathematical truism. If you want to produce probabilities of hypotheses, there is no alternative to Bayes Law and Bayesian analysis (Gelman et al. 1995). Frequentist statistics consider frequency distributions of estimators and probabilities of observing data, but deny that probability of hypotheses is an important subject for discussion. Many students continue to believe that the 95% confidence interval from a traditional statistical analysis says that there is a 95% probability the real parameter value is within that range, instead of the proper frequentist statement that if the experiment was repeated many times, the estimate of the parameter would fall within the 95% confidence interval 95% of the time (Gelman et al. 1995). Similarly, likelihoods are proportionate to probabilities, but are not equal to probabilities.

The distinction between probabilities and relative strength of evidence is not particularly important when estimating a single parameter, and the likelihood profile
conveys the information needed to understand what we have learned about a parameter from a particular data set. However, if the purpose of the data analysis is to provide input to decision makers to help them weigh the odds of alternative outcomes, then the formal tool is statistical decision analysis (Berger 1985, Clemen 1996) where probabilities of hypotheses are needed in order to make probability statements about outcomes. If you wish to ask any questions about expected value of alternative decisions, or the frequency distribution of outcomes, you must assign probabilities to alternative hypotheses, which only Bayesian statistics will calculate.

For example, assume that you have data \( Y \) on the mortality rate as a function of exposure to a toxic substance (pcbs, tobacco smoke, etc.), and wish to determine how many individuals will die as a result of this exposure. The expected value of the number of deaths per thousand, \( m \), is

\[
E(m|Y) = \sum_i P(m_i|Y)m_i.
\]

(14)

Although likelihoods are proportionate to probabilities, they are not equal to probabilities—you need Bayes law to make statements about the probability of a hypothesis. It can easily be seen from Eq. 13 that if the prior probability of all hypotheses is equal, then the probabilities are just the likelihoods normalized to sum to one. This assumes that we had no prior information about the competing hypotheses before we collected data \( Y \). More importantly, this simple result is only true in one dimension. Once we deal with more than one parameter at a time, major differences emerge between likelihood and Bayesian analysis. Perhaps because Bayesian analysis is the mathematical language of decision making, its earliest use was the scientific analysis of gambling and decision making in business schools. Many scientists adopt a naïve view that “I am a scientist, not a decision maker,” but they fail to recognize that scientists make decisions every day about what experiments to perform (Hilborn 1997) based on the probabilities they intuitively assign to competing hypotheses.

The second fundamental difference between Bayesian analysis and traditional statistics and likelihood methods is that estimating parameters in the Bayesian framework requires integrating across the other parameters, while in likelihood, you maximize across those parameters. Assume you are calculating the likelihood profile for one parameter \( \theta_i \) in a model that contains a second parameter \( \theta_2 \). You find the likelihood profile for \( \theta_i \) by iterating across values of \( \theta_2 \), and for each value finding the value of \( \theta_i \) that maximizes the likelihood. In Bayesian analysis you integrate the likelihood of all possible values of \( \theta_2 \) for each value of \( \theta_i \). This distinction often makes little difference for many simple problems, but we often find with more complex and realistic biological models that the point in parameter space with the highest likelihood is outside the 95% probability bounds in a Bayesian analysis (Schnute and Kronlund 2002).

Although Bayesian analysis has become very popular and is now extensively used, we find two ongoing difficulties. The first is simple computer implementation. The integration required can often take enormous computer time, often 24 to 48 hours on modern desktop computers, whereas maximum likelihood estimates and likelihood profiles can be obtained in a matter of minutes. However, this disadvantage must be weighted against the fact that likelihood methods that mix process and observation errors cannot be solved by traditional maximum likelihood methods (De Valpine and Hastings 2002), and presently, only Bayesian methods are computationally possible for such mixed models.

More challenging is identifying appropriate prior distributions for parameters when no specific studies are available to provide guidance. The first approach is to try to define “uninformative” priors. In a single dimension, a uniform prior over the range of plausible parameter values is uninformative, but as soon as you move beyond one dimension, what is uninformative for one parameter may provide information about another (Walters and Ludwig 1994). In some cases, log-uniform priors for one parameter may be non-informative for another. The alternative to uninformative priors is to summarize pre-existing knowledge in a process known as meta-analysis.

Hierarchical models, which are analogous to traditional random effects models, are growing in popularity (Link et al. 2002, Sauer and Link 2002, Calder et al. 2003, Clark 2003), and provide a framework for describing the variability among individuals or populations. Hierarchical models are an essential element of most modern meta-analysis discussed in the next section.

**Meta-analysis**

Perhaps the greatest challenge facing ecologists and statisticians is how to make collective sense of individual scientific findings, to sort through everything that has been done, and come up with a summary of “what does this all mean.” One of the emerging tools in statistics is meta-analysis, an approach to combine multiple experimental results into a statistical statement of cumulative knowledge (Hedges and Olkin 1985, Hunt 1997, Gurevitch et al. 2001).

Meta-analysis is the combined analysis and quantitative synthesis of a collection of multiple studies generally using a set of summary statistics for each study (Hedges and Olkin 1985). In recent applications in ecology, meta-analysis has been extended to include the combined analysis of complete data sets from the individual studies, not only their summary statistics. The original motivation for meta-analysis was the syn-
thesis of results from controlled experiments (Mann 1990). This remains its primary use in medicine, where it has seen the most development, and also in ecology (Gurevitch et al. 2001). Several experiments designed to study the same phenomenon may produce discrepant, or even contradictory, estimates of the effect of interests by chance alone or due to logistic differences. A very large study that will guarantee an unbiased and precise estimate of the effect may not be possible. The summary of results from multiple studies by meta-analysis is crucial in order to show the big picture and to allow for accurate estimation of the underlying effect. In ecology, analogs of small experiments are the short and noisy time series that may not, in isolation, present enough information to estimate parameters of interest. The simplest meta-analysis attempts to estimate the value of a single parameter from a series of studies.

A second form of meta-analysis (known as hierarchical meta-analysis) deals with parameters whose values differ among populations. Meta-analysis attempts to estimate the distribution of the parameter. The simplest form of hierarchical meta-analysis is drawing a histogram of the parameter as estimated from studies of multiple populations. A distribution can be fit to the histogram and can be used as a summary of the understanding of the parameter values among populations. Formal hierarchical meta-analysis moves beyond histograms by considering the statistical uncertainty in the estimation of the parameter of interest in each population and correcting for such measurement error.

Hierarchic meta-analysis has seen its most intensive use in ecological fields in the analysis of fisheries data, presumably because of the demands of decision makers for statements of cumulative knowledge. For example, it is well established that power plants that use passage through cooling inflicts mortality on the fish eggs and larvae that are entrained in the water as it enters the power plants. In the 1970s, enormous scientific energy was devoted to determining the impact of a series of Hudson River power plants on striped bass (and other species) (Barnthouse and Van Winkle 1988). A key issue was the intensity of density dependence in the egg and larval stages; the more density dependence, the less impact egg and larval mortality had on the adult population size. The result of all the studies in the 1970s was that the intensity of density dependence in Hudson River striped bass was very difficult to estimate given the data available at that time. In the last few years, the same issues have come up with respect to other power plants, where again, the data available for the species of interest in the area of interest provide little information about density dependence. However, meta-analysis of density dependence in fishes has provided estimates of the range of density dependence that has been seen in other fish stocks (Myers et al. 2002). Such meta-analysis was used to evaluate the risk the power plants posed to the affected fishes.

Myers et al. (2002) used hierarchical meta-analysis in which one does not assume that there is a single value of density for all populations, but rather that there is a distribution of density dependence among all populations of specific species of life history groups. Individual populations of fish within these groupings have a density dependence parameter that is drawn from this distribution. Fig. 2 shows the distribution of density dependence parameters (known as steepness) for four different groups of fish. Myers et al. (2002) showed that the existing information about these life history types provided strong information about density dependence, even in the total absence of data for the species in the area of concern.

In the absence of formal meta-analysis, scientists must either say they know nothing other than what the data they have in hand tell them, or they must find a way to summarize their professional opinion. Formal methods for meta-analysis are easily learned by anyone familiar with likelihoo d (Gelman et al. 1995), and have recently been extensively used in fisheries (Hilborn and Liermann 1998, Myers 2001, Myers et al. 2001, 2002, Dorn 2002) and ecology (Bender et al. 1998, Connor et al. 2000, Schmiz et al. 2000, Chalfoun et al. 2002, Fahrig 2002, Hillebrand and Cardinale 2004).

Meta-analysis is not without its critics (Wachter 1988). The biggest problem in meta-analysis is ensuring that one has a random sample from the population one wishes to describe. For example, in the meta-analysis of Myers et al. (2002) described above, we must assume that the fish stocks for which we have data are random samples from the population of stocks we wish to make inferences about. This is likely not true. Larger, more productive stocks are more likely to be studied and have longer time series of data available for analysis than smaller less productive stocks. Even within the data sets available, the choice of which to use and not to use is problematic. These problems are not unique for formal meta-analysis, as anyone hoping to summarize what has been learned from the studies available would be forced into the same questions.

**Discussion**

*An alternative to “strong inference”*

The highly influential paper of Platt (1964) described a method for achieving rapid progress in science; a method known as “strong inference.” In this method, knowledge accumulates by critical tests of hypotheses conducted sequentially—at each step in the sequence, one hypothesis is conclusively discarded in favor of another. Metaphorically, the process resembles climbing a tree where each bifurcation in branches represents two competing hypotheses. Platt’s approach was motivated by the history of science in physics, chemistry, and molecular biology where progress in the middle of the 20th century was particularly swift. However, “strong inference” advocated by Platt has proven less...
Fig. 2. Myers et al. (2001) used meta-analysis to construct likelihood profiles of steepness parameter for Hudson River fish species grouped by life history characteristics. The steepness parameter indicates the strength of density dependence, where a value of 0.2 indicates strong density dependence with recruitment proportional to spawning stock. A value of 1.0 indicates that recruitment is independent of density. The figure is redrawn from Myers et al. (2001).

successful in ecology, largely because ecological experiments often produce partial support for competing views rather than unambiguous rejection of one over another. This is because ecology deals with problems at the system level where interactions are complex, composite effects are common, true controls are rare, replicates are often difficult to obtain, and experiments often take many years to complete. Whereas in physics, chemistry, and molecular biology, researchers can find model systems that have little natural variability, in ecology, natural variability is an important part of the questions we ask. Moreover, physical models have a direct, unambiguous analog in nature, unlike the micro- and mesocosms used in ecology, which may poorly reflect the systems they are designed to represent. Thus, there is reason to doubt that Platt’s approach applies without modification to ecological research.

In the physical sciences, statistics are often superfluous, an idea made plain by the eminent physicist Ernest Rutherford who said “If your experiment needs statistics, you ought to have done a better experiment” (Bailey 1967). In Platt’s and Rutherford’s world, you learned by sequential discarding of hypotheses, whereas in ecological research, we more frequently learn by accumulation of evidence—a single experiment rarely provides overwhelming evidence in favor of one competing hypothesis. Examples of this process of accumulation of evidence in ecology include understanding the relationship between diversity and productivity (Schlapfer and Schmid 1999, Bullock et al. 2001, Sala 2001, Downing and Leibold 2002, Worm et al. 2002, Worm and Dufty 2003), portraying the operation of trophic interactions in structuring communities (Leibold et al. 1997, McCann et al. 1998, Huxel 1999, Polis et al. 2000, Schmitz et al. 2000, Bell et al. 2003, Nyström et al. 2003), and resolving effects of herbivory on ecosystem net primary production (McNaughton 1979, Belsky 1986, Detling 1988, Georgiadis et al. 1989, DeAngelis and Huston 1993, Noy-Meir 1993, Frank et al. 1998, 2002, Anderson and Frank 2003). In all of these cases, our understanding of nature emerges from the accumulation of evidence from multiple studies rather than crisp rejections of hypotheses from a few definitive experiments.

Closely related to the need to accumulate evidence over time is the idea that, at any one time, ecological phenomena can usually be explained by multiple hypotheses. Sometimes it is possible to soundly reject all but one hypothesis (e.g., Hobbs et al. 2003). In other cases, some models can be rejected, but more than one
will have support in the data (e.g., Vucetich et al. 2002). This is the way it should be. Many processes in ecology represent the action of a composite of forces (e.g., McNaughton 1983, Callaway 1995, Steinauer and Collins 2001, Allcock and Hik 2003). When this is the case, several hypotheses, each representing a portion of the composite, will be more or less true rather than absolutely true or false. As a result, it should not be surprising that experiments often do not conclusively eliminate a hypothesis, but instead identify more than one with support in data. The new statistics are able to deal with more than one model. Likelihoods, likelihood profiles, model averaging, and Bayesian probabilities allow us to evaluate multiple hypotheses simultaneously and do not force us to conclude that only one of them is supported by the data.

In contrast, the emphasis on testing a single hypothesis against a null hypothesis is poorly suited to ecological questions where we are unable to conclusively eliminate all hypotheses and are interested in the relative support for competing ideas. The use of P values as the standard statistic for reporting the results of statistical analysis has been under strong criticism for a number of years (Berger and Sellke 1987, Hilborn 1997, Goodman 1999, Johnson 1999, Anderson et al. 2000), and a number of journals have policies either discouraging or prohibiting papers presenting P values (Fidler et al. 2004). Therefore, it is remarkable that almost all statistics courses taught to ecologists feature P values as the primary result of statistical analysis and that ecological journals are peppered with them.

**Empiricism and theory in ecology**

Historically, ecologists chose between two career paths, one of which emphasized empiricism, the other, theory (e.g., Fretwell 1972). Empirically inclined ecologists tended to gain insight using linear statistical models and hypothesis tests tightly tied to data from manipulative experiments. However, their statistical analysis was only loosely related to biology; that is, the models that supported analysis were not composed to represent ecological processes. Theorists, on the other hand, have emphasized development of nonlinear models tightly tied to biology; these models were explicitly motivated by ecology. These models portrayed states and processes in nature (May 1981, Gotelli 1998, Case 2000). However, theoretical models were often loosely tied to data (Hall 1988) because there was no widely accepted statistical framework for testing and comparing them. The new statistics encourage a tight linkage between theory and data in ecology by offering a unified approach to the evaluation of virtually all types of models—statistical and biological, linear and nonlinear.

The emphasis on parameter estimation and model evaluation inherent in the new statistics encourages the accumulation of understanding in ecology rather than the accumulation of disconnected facts. Understanding can accumulate from models in two ways. First, parameters that are appropriately estimated in one study can be used to enhance subsequent estimates, allowing knowledge gained in the past to contribute to future knowledge, as described above. Second, deep knowledge of ecology, or any topic for that matter, has a hierarchical structure—an understanding of lower levels of ecological organization provides a mechanistic understanding of phenomena operating at higher levels. The emergence of sets of tested models provides a way to quantitatively link understanding across levels in this hierarchy. An excellent example of this linkage can be seen in the paper of Canham and Uriarte (2006), who show how evaluating models of processes operating at the level of individual trees allows insight at the level of forested landscapes.

**Applying ecological knowledge to policy and management**

The difference in the old and new statistics has fundamental implications for the application of ecological knowledge to management and policy. These implications are well illustrated in the debate on the precautionary principal and the burden of proof.

In many public policy settings, the burden of proof has traditionally been on those who wanted to argue for regulation—someone would be allowed to pollute, for instance, unless there was “proof” of damage. The precautionary principle says that the burden of proof should be reversed—pollution would not be allowed until it was proven to have no impact (Cameron and Abouchar 1991, Peterman and M’Gonigle 1992, M’Gonigle et al. 1994). Traditional statistics are well suited to these alternatives, with traditional approaches to regulation allowing pollution if you could not conclusively demonstrate an effect and the precautionary principle forbidding pollution unless you could conclusively demonstrate that effects do not exist. However, the question can be reframed in a more useful way: how large must an effect be to justify regulation? Would a totally trivial effect mean the pollution would not be allowed (Holm and Harris 1999)?

An alternative to hypothesis testing in this context is to concentrate on estimating the size of the effect and the risk it entails. This alternative supports a variant on the precautionary principle, known as the precautionary approach, suggesting that decisions should be made based on weighing the relative risks of actions (Foster et al. 2000, Hilborn et al. 2001). Formulated by the Food and Agriculture Organization of the United Nations (FAO) for fisheries, part of the precautionary approach includes “the standard of proof to be used in decisions regarding authorization of fishing activities should be commensurate with the potential risk to the resource while also taking into account the expected benefits of the activities” (Food and Agriculture Or-
ganization of the United Nations 1996). This requires that we assess the probability of competing hypotheses and estimate the size of effects. The new statistics are well suited to this decision making approach.

A second example of opportunities for applying ecological knowledge to decisions is created by the interplay of models and data in adaptive management. Adaptive management of natural resources (Walters and Hilborn 1978, Walters 1986) is an approach that uses management actions to help discriminate among competing models of resource dynamics and the effect of harvest on those dynamics. Adaptive management has at its core the recognition that there are alternative models about the underlying system dynamics. Statistics are used to estimate the support that existing data provide for these models and to plan management actions needed to evaluate them with improved, future data. These different levels of support, in turn, are used to “weight” the expected value of different management actions (Walters 1986). As originally formulated, adaptive management requires the use of Bayesian statistics. Although adaptive management has been described (Lee and Lawrence 1986, Halbert and Lee 1991) as being no different from the strong inference advocated by Platt (1964), except perhaps in the scale of inquiry, we believe (also see McLain and Lee 1996) that this description is fundamentally inaccurate and represents a dramatic departure from the original ideas advocated by Walters (1986) and Walters and Hilborn (1978). The original vision of adaptive management embraced multiple competing models and acknowledged that support in data for more than one model is likely (Walters 1986, Walters and Holling 1990, Walters and Green 1997). Walters (1986:185) specifically avoided any treatment of traditional statistical methods (contrast this with Lee 1993:74–75). Contemporary adaptive management can benefit from using statistical tools that are well-aligned with its original formulation (Walters 1986). We believe that one of the primary reasons that adaptive management has not been implemented as it was designed is simply that researchers and managers in natural resources have not been trained in the likelihood and Bayesian methods that are critical to understanding how adaptive management is supposed to work.

Training for the new statistics

The new statistics encourages us to evaluate the evidence in data for biologically meaningful hypotheses expressed as models. However, applying these methods requires training. In our experience, students often emerge from the typical sequence of courses in statistical methods without an integrated, intuitive understanding of the relationship between models and data. Instead, they know a series of techniques and some rules for when they should be applied. The more methods courses they take, the more techniques and rules they accumulate, but they fail to see a connection among these techniques at a deep level.

We believe that a new approach to statistical training would provide that connection by focusing on the general relationship among scientific models (hypotheses), probability models, and data rather than emphasizing specific testing procedures. Although a first course in mathematical statistics goes a long way toward providing this understanding, such courses are usually structured to meet the needs and abilities of students in statistics rather than other areas of science. In our opinion, large dividends can emerge for ecology by formal training (and self-teaching) in contemporary methods of parameter estimation and model evaluation using likelihood, information theoretics, and Bayesian approaches. There are increasing numbers of graduate programs, courses, and workshops that treat these methods in ways that are accessible to ecologists, for example, the Program for Interdisciplinary Ecology Mathematics and Statistics" and Systems Ecology" at Colorado State University, Ecological Models and Data at the University of Florida," and Modeling for Conservation of Populations at the University of Washington. We see a rich opportunity for ecologists and statisticians to work together designing curricula that will prepare students to evaluate the strength of evidence in data for competing models of ecological processes.
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**APPENDIX A**

An example calculation of likelihood (Ecological Archives A016-001-A1).

**APPENDIX B**

A discussion regarding what likelihood to use (Ecological Archives A016-001-A2).

**APPENDIX C**

A discussion on how to use likelihood and information theoretics to evaluate support in data for competing models (Ecological Archives A016-001-A3).

**APPENDIX D**

A further discussion on the concept of likelihood (Ecological Archives A016-001-A4).

**SUPPLEMENT**

Calculations shown in Appendix C (Ecological Archives A016-001-S1).
ERRATA

In the paper by N. Thompson Hobbs and Ray Hilborn (2006) published as part of the “Contemporary Statistics and Ecology” Invited Feature, Ecological Applications 16(1):5–19, the equations published for Eqs. 6 and 7 were incorrect. The text spanning pp. 8–9 should read as follows:

\[ L(g_i | Y) = e^{-\frac{1}{2} \Lambda_i} \]  \hspace{1cm} (6)

and the Akaike weight, \( w_i \), is calculated for each model as

\[ w_i = \frac{e^{-\frac{1}{2} \Lambda_i}}{\sum_{r=1}^R e^{-\frac{1}{2} \Lambda_r}}. \]  \hspace{1cm} (7)

\[ R_i = \frac{L(g_i | Y)}{L(g_0 | Y)} \]  \hspace{1cm} (8)

\[ \Lambda_i = 
\]