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Abstract.—A central prediction of the geographic mosaic theory of coevolution is that coevolving interspecific interactions will show varying degrees of local maladaptation. According to the theory, much of this local maladaptation is driven by selection mosaics and spatially intermingled coevolutionary hot and cold spots, rather than a simple balance between gene flow and selection. Here I develop a genetic model of host-parasite coevolution that is sufficiently general to incorporate selection mosaics, coevolutionary hot and cold spots, and a diverse array of genetic systems of infection/resistance. Results from this model show that the selection mosaics experienced by the interacting species are an important determinant of the sign and magnitude of local maladaptation. In some cases, this effect may be stronger than a previously described effect of relative rates of parasite and host gene flow. These results provide the first theoretical evidence that selection mosaics and coevolutionary hot and cold spots per se determine the magnitude and sign of local maladaptation. At the same time, however, these results demonstrate that coevolution in a geographic mosaic can lead to virtually any pattern of local adaptation or local maladaptation. Consequently, empirical studies that describe only patterns of local adaptation or maladaptation do not provide evidence either for or against the theory.
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The geographic mosaic theory predicts that local maladaptation is a common and defining characteristic of coevolving species interactions (Thompson 1994, 1999, 2005). The extent to which these patterns emerge from the unique components of the geographic mosaic theory (selection mosaics and intermingled coevolutionary hot and cold spots) rather than simply a balance between selection and gene flow (e.g., Fisher 1950; Endler 1973; Slatkin 1973) is largely unclear. Previous models have shed little light on this issue for several reasons. First, many coevolutionary models have not explicitly considered selection mosaics or coevolutionary hot spots and, thus they cannot support or refute the key predictions of the geographic mosaic theory. Second, models that have explicitly incorporated these essential components of the theory have often been based upon haploid genetics and have generally considered only a single type of genetic interaction between species (Nuismer et al. 1999, 2000; Gomulkiewicz et al. 2000).

Here I develop and analyze a simple model of spatially structured host-parasite coevolution that incorporates diploid organisms and is sufficiently general to incorporate both selection mosaics and coevolutionary hot spots, as well as a diverse array of empirically motivated genetic systems of infection and resistance. A specific goal is to elucidate how selection mosaics resulting from spatial variation in the fitness consequences of infection and resistance shape emerging patterns of local adaptation.

MODEL DESCRIPTION

I consider coevolution between a host and parasite that is mediated by a single diploid locus with two alleles in each species, A and a in the host and B and b in the parasite. Each species occupies a landscape characterized by two discrete habitat patches connected by host and parasite movement at rates $m_H$ and $m_P$, respectively. The frequency of the $A$ allele in host population $i$ is denoted $p_{A,i}$, and the frequency of the $B$ allele in parasite population $i$ is denoted $p_{B,i}$. Both species are assumed to mate at random, undergo symmetric mutation at rates $\mu_H$ and $\mu_P$ and have population sizes sufficiently large for the effects of genetic drift to be ignored.

Interactions between species are assumed to be governed by one of the following empirically motivated genetic systems of infection and resistance. The gene-for-gene model (hereafter GFG) has been demonstrated to be widespread in plant-pathogen interactions and is characterized by resistance alleles in the host (generally dominant) that confer resistance to parasite avirulence genes (generally dominant; Flor 1956; Thompson and Burdon 1992). Several recent studies have documented costs associated with host resistance alleles and parasite virulence alleles (Thrall and Burdon 2003; Tian et al. 2003); therefore, such costs are included in the model. The matching alleles model (hereafter MA) is predicated upon a system of self-nonself recognition and assumes that hosts can only successfully mount an immune response against parasites that carry alleles that can be recognized as nonself (Peters and Lively 1999; Agrawal and Lively 2002). The inverse matching alleles model (hereafter IMA) assumes that hosts can mount a successful immune response against only those parasites carrying alleles that can be matched by the hosts arsenal of recognition alleles as is the case for the vertebrate major histocompatibility complex (MHC) system (Frank 2002). For each genetic system of infection/resistance, successful infection is assumed to reduce host fitness by an amount $s_H$, whereas unsuccessful infection is assumed to reduce parasite fitness by an amount $s_P$ (Fig. 1). Thus, the quantities $s_H$ and $s_P$ measure the ecological consequences of interspecific interactions (e.g., virulence) and are assumed independent of host and parasite genotypes. From this point forward, these quantities will be termed ‘‘interaction coefficients.’’

The life cycle of both species is assumed to begin with selection, after which the frequencies of host and parasite alleles are given by:

\begin{align}
\hat{p}_{A,i} &= p_{A,i} + \mu_A \left( 1 - \frac{p_{A,i}}{2} \right) \nonumber \\
\hat{p}_{B,i} &= p_{B,i} + \mu_B \left( 1 - \frac{p_{B,i}}{2} \right) \nonumber \\
\hat{p}_{A,i+1} &= p_{A,i} - s_H \hat{p}_{A,i} \nonumber \\
\hat{p}_{B,i+1} &= p_{B,i} - s_P \hat{p}_{B,i} \nonumber \\
\hat{p}_{A,i+1} &= p_{A,i} + \mu_A \left( 1 - \frac{p_{A,i}}{2} \right) \nonumber \\
\hat{p}_{B,i+1} &= p_{B,i} + \mu_B \left( 1 - \frac{p_{B,i}}{2} \right) \nonumber \\
\hat{p}_{A,i+1} &= p_{A,i} - s_H \hat{p}_{A,i} \nonumber \\
\hat{p}_{B,i+1} &= p_{B,i} - s_P \hat{p}_{B,i} \nonumber \\
\end{align}
Fig. 1. The outcome (I, infect, R, resist) of encounters between parasite and host genotypes for the various genetic models of infection/resistance. Each vector represents the outcome of the interaction for the matching alleles model, inverse matching alleles model, and gene-for-gene model, respectively. If an infection occurs (I entries) host fitness is reduced by \( s_{Pi} \), whereas if resistance occurs (R entries) parasite fitness is reduced by \( s_{Pi} \).

\[
\begin{align*}
p_{A,i}' &= \frac{W_{AA,i}p_{A,i}^2 + W_{AA,i}p_{A,i}q_{A,i}}{W_{Hi}} \quad \text{(1a)} \\
p_{B,i}' &= \frac{W_{BB,i}p_{B,i}^2 + W_{BB,i}p_{B,i}q_{B,i}}{W_{Pi}}, \quad \text{(1b)}
\end{align*}
\]

where \( q_{A,i} \) and \( q_{B,i} \) are the frequencies of the \( a \) and \( b \) alleles in population \( i \), respectively. The genotypic fitnesses used in these recursions are:

\[
\begin{align*}
W_{AA,i} &= [p_{Hi}(1 - \xi_{Hi} - \gamma_{Hi}) \\
&\quad + 2p_{Bi}q_{Bi} + q_{Hi}^2(1 - \alpha_{Hi})][(1 - \tau_{Hi})], \quad \text{(2a)} \\
W_{Aa,i} &= [p_{Hi}(1 - \xi_{Hi} - \gamma_{Hi}) + 2p_{Bi}q_{Bi}(1 - \xi_{Hi}) \\
&\quad + q_{Hi}^2(1 - \xi_{Hi})][(1 - \tau_{Hi})], \quad \text{(2b)} \\
W_{aa,i} &= p_{Hi}^2(1 - \alpha_{Hi} - \gamma_{Hi}) + 2p_{Bi}q_{Bi}(1 - \gamma_{Hi}) \\
&\quad + q_{Hi}^2(1 - \xi_{Hi} - \gamma_{Hi}), \quad \text{(2c)} \\
W_{BB,i} &= [p_{Hi}^2(1 - \alpha_{Pi} - \gamma_{Pi}) + 2p_{Ai}q_{Ai}(1 - \alpha_{Pi}) \\
&\quad + q_{Hi}^2(1 - \xi_{Pi})][(1 - \tau_{Pi})], \quad \text{(2d)} \\
W_{Bb,i} &= p_{Hi}^2(1 - \alpha_{Pi} - \gamma_{Pi}) + 2p_{Ai}q_{Ai}(1 - \alpha_{Pi} - \gamma_{Pi}) \\
&\quad + q_{Hi}^2(1 - \xi_{Pi} - \gamma_{Pi}), \quad \text{(2e)} \\
W_{bb,i} &= p_{Hi}^2(1 - \xi_{Pi} - \gamma_{Pi}) + 2p_{Ai}q_{Ai}(1 - \gamma_{Pi}) \\
&\quad + q_{Hi}^2(1 - \alpha_{Pi}), \quad \text{(2f)}
\end{align*}
\]

where \( i \) is an index of population and \( \xi_{Xi} \) is the interaction coefficient \((s_{Xi} \ll 1)\) for species \( X \) due to matching alleles interactions, \( \alpha_{Xi} \) is the interaction coefficient \((s_{Xi} \ll 1)\) for species \( X \) due to inverse matching alleles interactions, \( \gamma_{Xi} \) is the interaction coefficient \((s_{Xi} \ll 1)\) for species \( X \) due to gene-for-gene interactions, and \( \tau_{Xi} \) is the spatially homogenous fitness cost of carrying resistance or virulence alleles for species \( X \) in the gene-for-gene model. The population mean fitness of host and parasite in patch \( i \) is defined in the standard way as:

\[
W_{Hi} = p_{A,i}^2W_{AA,i} + 2p_{A,i}q_{A,i}W_{Aa,i} + q_{A,i}^2W_{aa,i}
\]

and

\[
W_{Pi} = p_{B,i}^2W_{BB,i} + 2p_{B,i}q_{B,i}W_{Bb,i} + q_{B,i}^2W_{bb,i}
\]

Following selection, both species move between populations:

\[
\begin{align*}
p_{A,i}^* &= p_{A,i}(1 - m_H) + p_{A,i}m_H \quad \text{(4a)} \\
p_{B,i}^* &= p_{B,i}(1 - m_P) + p_{B,i}m_P \quad \text{(4b)}
\end{align*}
\]

where \( i \) and \( j \) represent the two populations. The last step in the life cycle is mutation:

\[
\begin{align*}
p_{A,i}'' &= p_{A,i}^*(1 - \mu_H) + (1 - p_{A,i})\mu_H \quad \text{(5a)} \\
p_{B,i}'' &= p_{B,i}^*(1 - \mu_P) + (1 - p_{B,i})\mu_P \quad \text{(5b)}
\end{align*}
\]

where \( i \) is again an index of population identity.

Although it is straightforward to follow changes in the allele frequencies \( p_{A,i} \) and \( p_{B,i} \) over the course of coevolution, a change of variables and parameters simplifies intuition and facilitates a key approximation. Specifically, I introduce the new variables \( \tilde{p}_Y = (p_{Y,1} + p_{Y,2})/2 \) and \( \tilde{\delta}_Y = p_{Y,1} - p_{Y,2} \), which describe the spatial average frequency of allele \( Y \) and the spatial difference in the frequency of allele \( Y \) across the two patches, respectively. Thus, if \( \delta_Y \) equals zero there is no spatial genetic structuring. Similarly, I introduce the new parameters \( \tilde{s}_X = (s_{X,1} + s_{X,2})/2 \) and \( \delta_X = s_{X,1} - s_{X,2} \) which describe the spatial average of interaction coefficients for species \( X \) and the spatial difference in interaction coefficients for species \( X \), respectively. In terms of the new parameters, selection mosaics and coevolutionary hot or cold spots have particularly simple mathematical representations: anytime \( \delta_X \) does not equal zero for both species, a selection mosaic or intermingled hot and cold spot exists (note that intermingled hot and cold spots are simply extreme selection mosaics where at least one \( s_{Xi} \) is zero). These definitions are consistent with previous theory (Nuismer et al. 1999, 2000, 2003; Gomulkiewicz et al. 2000; Thompson et al. 2002; Thompson 2005). In addition to simplifying the mathematical definitions of selection mosaics, this change of variables allows the development of an important approximation.

**Analytical Results**

If interaction coefficients are weak in an absolute sense \((s_{Xi} \ll 1)\) and relative to the rate of gene flow \((s_{Xi} \ll \mu_X)\), a quasi-equilibrium state should be reached where the differences in allele frequencies across the two populations, \( \delta_Y \), are small and rapidly changing relative to the average allele frequencies, \( \tilde{p}_Y \) (see Appendix available online only at http://dx.doi.org/10.1554/05-380.1.s1). Under these conditions, the spatial differences in allele frequency approach the following values:

\[
\begin{align*}
\tilde{\delta}_A &= \frac{\delta_{sH}[(1 - 2m_H)\tilde{p}_A\tilde{q}_A\kappa_{Hi}]}{2m_H} \quad \text{(6a)} \\
\tilde{\delta}_B &= \frac{-\delta_{sP}[(1 - 2m_P)\tilde{p}_B\tilde{q}_B\kappa_{Pi}]}{2m_P} \quad \text{(6b)}
\end{align*}
\]

where, \( \kappa_{Hi} \) measures the effect of species interactions of genetic form \( j \) (e.g., GFG,IMA,MA)on species \( i \) (see online...
Assumes that average allele frequencies increase with increasing rates of gene flow. Neither result increases with the strength of the selection mosaic but decreases with increasing rates of gene flow. Neither result assumes that average allele frequencies $p_A$ and $p_B$ are at equilibrium nor does either result depend upon the rates of mutation in the interacting species.

If local adaptation is defined in the conventional way (Gandon et al. 1996; Kaltz and Shykoff 1998; Dybdahl and Storfer 2003), equations (6a,b) can be used to predict the sign and magnitude of local adaptation at any point in time. Specifically, species $i$ is defined to be locally adapted if an encounter between a randomly selected individual of species $i$ and a randomly selected individual of species $j$ yields a higher expected fitness when the two individuals are drawn from the same (vs. different) populations. Although other definitions of local adaptation are possible (Thompson et al. 2002; Kawecki and Ebert 2004), the conventional definition is used because it facilitates comparison with previous theoretical and empirical results. Using this definition in conjunction with equations (6a,b) (see online Appendix) leads to general solutions for local adaptation in the interacting species:

$$
\hat{\theta}_H = -s_{H,T} \hat{\delta}_{S,H} \hat{\delta}_P \hat{\beta}_A \hat{\beta}_B \hat{q}_A \hat{q}_B (1 - 2m_H)(1 - 2m_P) \pi_i \quad (7a)
$$

and

$$
\hat{\theta}_P = s_{P,T} \hat{\delta}_{S,H} \hat{\delta}_S \hat{\beta}_A \hat{q}_A \hat{\beta}_B \hat{q}_B (1 - 2m_H)(1 - 2m_P) \pi_i, \quad (7b)
$$

where $\pi_i$ measures the effect of species interactions of genetic form $i$ (e.g., GFG, IMA, MA), and $s_{H,T}$ and $s_{P,T}$ are the interaction coefficients acting on the host and parasite, respectively, in a common testing environment. In all cases, the symmetry of the model ensures that if the parasite is locally adapted the host will be locally maladapted and vice versa.

Equations (7a,b) reveal three previously unreported properties of local adaptation in coevolving host-parasite interactions. First, both species must experience a selection mosaic for local adaptation to be permanent. Second, the magnitude of local adaptation increases with the magnitude of the product of the selection mosaics, but decreases with increasing rates of gene flow. Third, for any set of average allele frequencies (which are included in the $\pi$ terms) the product of the selection mosaics determines which species is locally adapted. This last result, in combination with the information contained in the $\pi$ terms, can be used to predict which species is expected to be locally adapted over the entire time course of coevolution (see online Appendix). These predictions are summarized in Table 1 and show that parasite local adaptation is favored by congruent selection mosaics ($\hat{\delta}_{S,H} \hat{\delta}_s > 0$) in the MA and GFG models but by incongruous selection mosaics ($\hat{\delta}_{S,H} \hat{\delta}_s < 0$) in the IMA model. Because of model symmetry, the conditions that favor host local adaptation are exactly reversed.

The central importance of selection mosaics in shaping patterns of local adaptation follows from the structure of genetic interactions in the various coevolutionary models. The appendix shows that congruent selection mosaics generally lead to spatially congruent allele frequencies in parasite and host for both the IMA and MA models. With this established, it is clear that congruent selection mosaics favor local adaptation in the MA model because parasites must match host allele frequencies to infect. Similarly, it is clear that congruent selection mosaics favor parasite local maladaptation in the IMA model because parasites must mismatch host allele frequencies to infect. The intuition underlying the gene-for-gene model is somewhat more complex and requires an explicit consideration of dominance. When selection mosaics are congruent in the GFG model, so, too, are the spatial differences in allele frequencies (see online Appendix). As a consequence, one habitat patch has a somewhat greater frequency of both virulence and resistance alleles than the other. Individual hosts from the high-resistance patch will, on average, perform substantially better when challenged by foreign parasites drawn from the low-virulence patch. In contrast, individual hosts drawn from the low-resistance patch will do only slightly worse when challenged by foreign parasites drawn from the high-virulence patch due to the patterns of dominance generally observed in GFG interactions (virulence alleles are generally recessive, whereas resistance alleles are generally dominant). Consequently, hosts will be locally maladapted on average. The same logic works in reverse for the case of incongruent selection mosaics.

### Simulation Results

To evaluate whether results presented in Table 1 are robust when the assumptions of weak interaction coefficients and substantial gene flow are violated, numerical simulations were used to directly iterate the exact recursions over a broad range of parameter combinations. Each simulation calculated the average value of local adaptation for each species over 5000 generations. Runs with an average value of local adaptation below $1 \times 10^{-5}$ were considered to show no local adaptation; increasing this threshold to $1 \times 10^{-3}$ had no qualitative impact on the results. For each genetic model of interaction, simulations were run for all possible combinations of the following average interaction coefficients ($1/64, 1/32, 1/16, 1/8, 1/4$), selection mosaics ($-2, -[4/3]^S, -[2/3]^S, 0, [2/3]^S, [4/3]^S, 2$), and rates of gene flow ($1/256, 1/128, 1/64, 1/32, 1/16, 1/8$). For each set of parameters, 10

<table>
<thead>
<tr>
<th>Model</th>
<th>Parasite locally adapted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching alleles</td>
<td>$\hat{\delta}_{S,H} \hat{\delta}_s &gt; 0^*$</td>
</tr>
<tr>
<td>Inverse matching alleles</td>
<td>$\hat{\delta}_{S,H} \hat{\delta}_s &lt; 0^*$</td>
</tr>
<tr>
<td>Gene-for-gene</td>
<td>$\hat{\delta}_{S,H} \hat{\delta}_s &gt; 0$</td>
</tr>
</tbody>
</table>

* Results for the matching alleles and inverse matching alleles models assume that average allele frequencies do not concentrate in several regions (details in Appendix available online only at http://dx.doi.org/05-380.1.s1).
replicates were run with randomly selected initial allele frequencies, and, for the GFG model, randomly selected (and spatially homogenous) costs of resistance and virulence ranging from 0% to 75% of the average strength of selection. Local adaptation was calculated for each set of parameters as the average value observed across the 10 replicates. In total, 441,000 simulations were run for 44,100 different parameter combinations. The majority of these parameter combinations violate the assumptions of the analytical model.

Simulation results demonstrate that for the GFG and IMA models, the analytical results shown in Table 1 predict the identity of the locally adapted species quite accurately (Fig. 2). For instance, analytical results predict that in the GFG model the parasite should be locally adapted anytime the selection mosaics of the two species are congruent ($\delta_{SH} \delta_{SP} > 0$). Simulation results show that this prediction is borne out: with congruent selection mosaics the parasite is 11.23 times more likely to be locally adapted than the host (Fig. 2). Similar levels of agreement are seen for the IMA model. For instance, analytical results predict the parasite will be locally adapted anytime the selection mosaics of the two species are incongruent ($\delta_{SH} \delta_{SP} < 0$). Simulation results support this prediction, demonstrating that with incongruent selection mosaics the parasite is 3.81 times more likely to be locally adapted than the host (Fig. 2).

Although simulation results provide broad support for the importance of selection mosaics in determining patterns of local adaptation in the GFG and IMA models, this is not the case for the MA model. The surprising reason for this discrepancy is that the MA model offers little scope for the evolution of local adaptation of any sort. In fact, simulation results show that the MA model leads to the evolution of local adaptation in either species in only 1.00% of cases (Fig. 3). This result arises because the MA model fails to produce persistent allele frequency cycles. Instead, both host and parasite generally approach fixation for the same set of matching alleles in both populations. The reason is that the diploid MA model generates effective underdominance in the host, preventing host escape from the parasite. In contrast, simulations show that the IMA and GFG models readily produce local adaptation with 43.6% of IMA simulations and 94.3% of GFG simulations leading to local adaptation of either host or parasite (Fig. 3). Thus, as long as costs of resistance and virulence are present, the GFG model generates the highest percentage of cases in which local adaptation occurs.

In addition to calculating the percentage of parameter combinations that lead to local adaptation, simulations were used to quantify the mean and standard deviation of the magnitude of local adaptation for each genetic model of interaction (Fig. 4). The results show that those genetic models of interaction that produce local adaptation most frequently (GFG and IMA) also produce the greatest magnitudes of local adaptation (cf. Figs. 3 and 4). It is important to note, however, that the average magnitude of local adaptation produced by all of the genetic models is quite small.

Previous theoretical studies demonstrated that the relative rates of gene flow in host and parasite can play an important role in determining which species is locally adapted (Gandon et al. 1996; Gandon 1998, 2002; Lively 1999). Analytical results reported here, however, provide no support for this prediction (see eqs. 7a,b). To evaluate whether this discrepancy is simply a consequence of the weak selection and substantial gene flow assumed by the analytical model, I tested...
for this effect using data from the numerical simulations (Fig. 5). Thus, simulations considered all possible combinations of host and parasite gene flow from the following range: (1/256, 1/128, 1/64, 1/32, 1/16, 1/8). These simulations reveal that relative rates of gene flow do indeed have an impact on the identity of the locally adapted species, although this effect is quite modest when compared to the selection mosaic effect (cf. Figs. 2 and 5).

**DISCUSSION**

I have used a simple yet biologically plausible model to demonstrate for the first time that two unique components of the geographic mosaic theory of coevolution—selection mosaics and spatially intermingled coevolutionary hot and cold spots—are critical determinants of the magnitude and sign of local adaptation. This result is not simply a consequence of the balance between gene flow and local selection that generates local adaptation in classical single-species models (Haldane 1948; Endler 1973; Slatkin 1973) and can, in principle, be tested in some natural systems (Lively 1999; Kraaijeveld and Godfray 2001; Thompson and Cunningham 2002).

In addition to providing theoretical support for a key prediction of the geographic mosaic theory, results presented here document important and previously unreported consequences of ploidy. Specifically, analysis of the diploid model considered here demonstrates that the matching alleles model does not lead to persistent cycles and, hence, does not allow persistent patterns of local maladaptation. The absence of persistent cycles in the MA model is a direct consequence of the underdominance inherent to diploid matching alleles models and was not observed in previous models because both host and parasite were assumed to be haploid (Gandon et al. 1996; Lively 1999; Nuismer et al. 2000; Gandon 2002). This result further illustrates the importance of ploidy for coevolutionary dynamics (Switkes and Moody 2001; Lively et al. 2004; Nuismer and Otto 2004).

Results presented here also provide new insight into the causes of local adaptation in host-parasite interactions. Previous population genetic studies have demonstrated that relative rates of gene flow in host and parasite influence the sign and magnitude of local maladaptation (Gandon et al. 1996; Gandon 1998, 2002). Results presented here support this result, but show that the contribution of differences in rates of gene flow across species can be quite weak. Often, the specific structure of selection mosaics is the dominant determinant of the sign and magnitude of local maladaptation. This result has implications for the interpretation of empirical data demonstrating local adaptation of parasites in some systems but local maladaptation of parasites in others (Ballabeni and Ward 1993; Morand et al. 1996; Kaltz et al. 1999; Thrall et al. 2002). Specifically, results presented here show that this pattern may be just as likely due to variation in the structure of selection mosaics across systems as to differences in rates of parasite and host gene flow as is commonly assumed (Kaltz et al. 1999; Gandon 2002; Lively et al. 2004).

Teasing apart the relative contributions of selection mosaics and differences in rates of gene flow will be an important challenge for future theoretical and empirical studies. From a theoretical perspective, it will be necessary to define conditions under which each effect is likely to be most important. Previous studies have shown, for instance, that the effect of relative rates of parasite and host gene flow is most important when overall rates of gene flow are quite low (Gandon et al. 1996; Gandon 1998, 2002). Thus, low rates of gene flow in
both host and parasite may reduce the relative importance of the selection mosaic effect. Other potentially important factors include population sizes, mutation rates, and the genetic basis of infection and resistance. From an empirical perspective, it will be necessary to evaluate the congruence of selection mosaics, relative rates of gene flow, and patterns of local adaptation simultaneously. Although techniques for estimating rates of gene flow and patterns of local adaptation are well established (Lively and Dybdahl 2000; Beerli and Felsenstein 2001; Nielsen and Wakeley 2001; Gandon 2002; Dybdahl and Storfer 2003; Hey and Nielsen 2004), no practical methodology exists for determining the congruence of selection mosaics. In the following paragraph, I provide a conceptual illustration of how the spatial congruence of selection mosaics could be evaluated. I then point to several pitfalls that can arise even in this highly idealized case.

Selection mosaics are defined here and elsewhere (Nuismer et al. 2000; Thompson 2005) as cases in which at least one interaction coefficient ($s_{X,i}$) is spatially variable. Such scenarios arise readily when the ecological consequences of an interaction vary over space (Thompson 1994, 2005). For instance, if parasite infection decreases host fitness more in environment 1 than in environment 2, the interaction coefficient for the host ($s_{H,i}$) is likely to be greater in environment 1 than in environment 2, and therefore $s_{H,i} > 0$. Similarly, if a failure to infect a host decreases parasite fitness more in environment 1 than in environment 2, the interaction coefficient for the parasite ($s_{P,i}$) is likely to be greater in environment 1 than in environment 2, and therefore $s_{P,i} > 0$. Under this hypothetical scenario, selection mosaics are likely to be congruent ($s_{X,i}d s_{S,P} > 0$). There are, however, two caveats to this interpretation. First, the observed differences in the fitness consequences of infection must be environmental and not genetic. Second, other ecological factors, such as spatial variation in population densities, could also contribute to the selection mosaic. If these unmeasured factors contribute substantially to the structure of selection mosaics, the inferred sign of a selection mosaic could be incorrect.

Analysis of the simple model presented here has provided novel insight into the interplay between coevolution and local adaptation. Nevertheless, the results do rest on several assumptions that are likely to be violated in many natural populations. For instance, the model assumes that species interactions are mediated by a single diallelic diploid locus. This assumption constrains genetic diversity to levels well below those observed in some host-parasite interactions (e.g., Burdon et al. 2002; Frank 2002; Lively et al. 2004). In addition, the model has assumed that population sizes are effectively infinite, precluding potentially important effects of genetic drift (e.g., Burdon and Thrall 1999). These limitations of the model may partially explain why the average magnitude of local adaptation observed in simulations appears to be smaller than that detected in some empirical studies (e.g., Morand et al. 1996; Kaltz et al. 1999; Lively et al. 2004). This apparent discrepancy may also result, however, from a lack of statistical power to detect weak local adaptation or a bias toward selecting empirical systems characterized by particularly strong coevolutionary selection.

Taken together, the results verify key predictions of the geographic mosaic theory and raise alternative explanations for observed patterns of local adaptation in host-parasite systems. At the same time, however, the results demonstrate that coevolution in a geographic mosaic can lead to virtually any pattern of local adaptation or local maladaptation. Consequently, rigorous evaluation of the geographic mosaic theory will likely require empirical studies that focus on process rather than pattern.
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