LOW COHERENCE UNIT NORM TIGHT FRAMES
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Abstract. Equiangular tight frames (ETFs) have found significant applications in signal processing and coding theory due to their robustness to noise and transmission losses. ETFs are characterized by the fact that the coherence between any two distinct vectors is equal to the Welch bound. This guarantees that the maximum coherence between pairs of vectors is minimized. Despite their usefulness and widespread applications, ETFs of a given size $N$ are only guaranteed to exist in $\mathbb{R}^d$ or $\mathbb{C}^d$ if $N = d + 1$. This leads to the problem of finding approximations of ETFs of $N$ vectors in $\mathbb{R}^d$ or $\mathbb{C}^d$ where $N > d + 1$. To be more precise, one wishes to construct a unit norm tight frame (UNTF) such that the maximum coherence between distinct vectors of this frame is as close to the Welch bound as possible. In this paper low coherence UNTFs in $\mathbb{R}^d$ are constructed by adding a strategically chosen set of vectors called an optimal set to an existing ETF of $d + 1$ vectors. In order to do so, combinatorial objects called block designs are used. Estimates are provided on the maximum coherence between distinct vectors of this low coherence UNTF. It is shown that for certain block designs, the constructed UNTF attains the smallest possible maximum coherence between pairs of vectors among all UNTFs containing the starting ETF of $d + 1$ vectors. This is particularly desirable if there does not exist a set of the same size for which the Welch bound is attained.
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1. Introduction

1.1. Background and Motivation. The maximum coherence between pairs in a set of $N$ unit vectors $\{f_1, \ldots, f_N\}$ in $\mathbb{C}^d$ satisfies the following inequality due to Welch [1]:

\begin{equation}
\max_{i \neq j} |\langle f_i, f_j \rangle| \geq \sqrt{\frac{N - d}{d(N - 1)}}, \quad N \geq d.
\end{equation}

The quantity $\alpha = \sqrt{\frac{N - d}{d(N - 1)}}$ appearing on the right side of (1.1) is known as the Welch bound. Sets of unit vectors attaining the lower bound in (1.1) are mathematical objects called equiangular tight frames (ETFs) [2, 3]. Such sets arise in many different areas as in communications, quantum information processing, and coding theory [1, 4, 5, 6, 7, 8, 9, 10, 11]. Consequently, the problem of constructing ETFs and determining conditions under which they exist has gained substantial attention [2, 12, 13, 14, 15, 16, 17, 18, 19]. The Gram matrix of an ETF has two distinct eigenvalues: zero and $\frac{N}{d}$ with multiplicities $N - d$ and $d$, respectively [14]. Conditions on eigenvalues for the existence of an ETF have been discussed in [2, 12, 14, 15, 16], among others. A graph theoretic approach to constructing ETFs has been studied in [17]. A correspondence discovered by Fickus et al. [18] uses Steiner systems to directly construct the frame vectors of certain ETFs, bypassing the common technique of constructing a suitable Gram matrix. This approach lets one construct highly redundant sparse ETFs. However, in the real case, this approach can give rise to ETFs only if a real Hadamard matrix of a certain size exists.
Despite the desirability and importance of ETFs, these cannot exist for many pairs \((N,d)\). When the Hilbert space is \(\mathbb{R}^d\), the maximum number of equiangular lines is bounded by \(\frac{d(d+1)}{2}\), and for \(\mathbb{C}^d\) the bound is \(d^2\) \[20, 21\]. Even when these restrictions hold, ETFs are very hard to construct and do not exist for many pairs \((N,d)\) \[14\]. This leads to generalizations and approximations of ETFs. For a real ETF, the off-diagonal entries of the Gram matrix are either \(\alpha\) or \(-\alpha\), where \(\alpha\) is the Welch bound. In other words, the off-diagonal entries of the Gram matrix all have modulus equal to \(\alpha\). Generalizing this notion, a unit norm tight frame (UNTF) whose associated Gram matrix has off-diagonal entries with \(k\) distinct moduli is called a \(k\)-angle tight frame \[22\]. These objects have also been explored in \[23\] under the name \(d\)-angular frames. Note that for a set of unit vectors, the diagonal entries of the corresponding Gram matrix will equal 1. Under this definition, ETFs are viewed as 1-angle tight frames. 2-angle tight frames, or biangular tight frames, are discussed in \[23, 24\] and combinatorial constructions are provided. It is to be noted that often in the literature, a unit norm tight frame is called a two-distance tight frame \[25, 26\] if the off-diagonal entries of the associated Gram matrix take on either of two values \(a\) and \(b\). In that case, real ETFs are thought of as two-distance tight frames instead of 1-angle tight frames, as done here. Non-equiaugular two-distance tight frames are examples of the biangular tight frames mentioned above. Explicit constructions of \(k\)-angle tight frames can be found in \[22\]. Besides generalizing the notion of an ETF, \(k\)-angle tight frames prove to be important due to their connection to graphs and association schemes as discussed in \[22\].

The goal here is to come up with objects that can be considered approximations of ETFs. In particular, one seeks UNTFs with low coherence among the vectors. Section 2 contains the main contribution of the work presented here. In Section 2, a deterministic way of constructing low coherence UNTFs is given that has the added benefit of being applicable when an equiangular set of lines, and in particular an ETF, of a certain size is known not to exist. The idea is to start from an ETF of \(d+1\) vectors in \(\mathbb{R}^d\) and determine an \(\text{optimal}\) set of vectors that can be added to this ETF such that the resulting union is a UNTF in \(\mathbb{R}^d\) for which the maximum coherence between distinct vectors can be minimized even if there does not exist a set of the same size for which the Welch bound is attained. This UNTF can be considered as an approximation of an ETF of the same size in \(\mathbb{R}^d\). The exact meaning of “optimal” in this context is given in Definition 2.1. This approach relies on the fact that an ETF of \(d+1\) vectors in \(\mathbb{R}^d\) or \(\mathbb{C}^d\) always exists \[2, 14, 22, 27\] which can be viewed as the vertices of a regular simplex centered at the origin. Combinatorial objects called block designs are used to determine the optimal sets to be added to the starting ETF. The main results of Section 2 are Theorem 2.9 and Theorem 2.18. Section 3 provides some concluding remarks.

1.2. Notation and Preliminaries. In a finite dimensional Hilbert space like \(\mathbb{R}^d\) or \(\mathbb{C}^d\), a spanning set is called a frame. Given a set \(\{f_1, \ldots, f_N\}\) of vectors in \(\mathbb{R}^d\) or \(\mathbb{C}^d\), let \(F\) be the matrix whose columns are the vectors \(f_1, \ldots, f_N\). For a tight frame the \(d \times d\) matrix \(FF^*\) is a multiple of the identity. That is, \(FF^*\) equals \(\lambda I\), where \(I\) is the identity, and \(\lambda\) is called the frame bound. A tight frame for which each vector is unit norm is called a unit norm tight frame (UNTF). The matrix \(F^*F\) is the Gram matrix of the set \(\{f_1, \ldots, f_N\}\) and its non-zero eigenvalues are the same as the eigenvalues of \(FF^*\). The \((i,j)\)th entry of the Gram matrix is the inner product \(\langle f_j, f_i \rangle\).

\[1\] In an infinite dimensional space, the notion of a frame is far more subtle \[28, 29\] and will not be needed here.
An equiangular tight frame (ETF) is a set \( \{f_1, \ldots, f_N\} \) in a \( d \)-dimensional Hilbert space \( \mathcal{H} \) satisfying [14]:

(i) \( FF^* = \frac{N}{d} I \), i.e., the set is a tight frame.
(ii) \( \|f_i\| = 1 \), for \( i = 1, \ldots, N \), i.e., the set is unit norm.
(iii) \( |\langle f_i, f_j \rangle| = \alpha, 1 \leq i \neq j \leq N \), where \( \alpha \) is the Welch bound.

Throughout, \( \mathcal{H} \) will be either \( \mathbb{C}^d \) or \( \mathbb{R}^d \). A frame of \( N \) vectors in \( \mathbb{R}^d \) (respectively, \( \mathbb{C}^d \)) will be referred to as an \( (N, d) \) real (respectively, complex) frame. When \( \mathcal{H} \) is not specified, the frame will be called an \( (N, d) \) frame. Let \( \{\lambda_i\}_{i=1}^N \) be the eigenvalues of the corresponding Gram matrix \( G \). The frame potential [30] of a set of unit vectors \( \{f_1, \ldots, f_N\} \) is the quantity \( FP(\{f_i\}_{i=1}^N) \) given by

\[
(1.2) \quad FP(\{f_i\}_{i=1}^N) = \sum_{i=1}^N \sum_{j=1}^N |\langle f_i, f_j \rangle|^2 = \sum_{i=1}^N \lambda_i^2 = \operatorname{tr} G^2.
\]

The following result on the frame potential is found in [30].

**Theorem 1.1** (Theorem 6.2, [30]). Let \( d, N \in \mathbb{N} \) with \( d \leq N \) and let \( \{f_i\}_{i=1}^N \) be a set of unit norm vectors in \( \mathbb{R}^d \) or \( \mathbb{C}^d \). Then \( FP(\{f_i\}_{i=1}^N) \) is bounded below by \( \frac{N^2}{d} \) with equality if and only if the frame is a unit norm tight frame (an orthonormal basis in the case \( N = d \)).

2. Constructing low coherence UNTFs with block designs

2.1. Optimal sets to add to ETFs. As already mentioned in Section 1.1, ETFs are useful due to their minimal maximum coherence between distinct vectors. Unfortunately, even though \( (d+1, d) \) ETFs always exist, an \( (N, d) \) ETF may not always exist if \( N > d + 1 \). Since ETFs already minimize the maximum coherence among pairs of its vectors, a natural approach to approximating an \( (N, d) \) ETF, when \( N > d + 1 \), is to add an optimal set of vectors to a \( (d+1, d) \) ETF in such a way that the resulting set is still a UNTF with maximum coherence among its distinct vectors as close to the Welch bound as possible. By definition, a \( (d+1, d) \) ETF is a UNTF. Since the union of two UNTFs is another UNTF for the same space, the optimal set to be added will be taken to be a UNTF to ensure that the resulting set is a UNTF. This is accomplished below in Theorem 2.9 and Theorem 2.18. In the absence of an \( (N, d) \) ETF, the low coherence UNTFs provided by Theorem 2.9 and Theorem 2.18 can be thought of as approximations of a corresponding \( (N, d) \) ETF, if it were to exist.

From [1.1], for a \( (d+1, d) \) ETF, the modulus of the inner product of any two distinct vectors is \( \frac{1}{d} \). In what follows, \( \{f_i\}_{i=1}^{d+1} \subset \mathbb{R}^d \) will denote a \( (d+1, d) \) ETF where \( \langle f_i, f_j \rangle = -\frac{1}{d} \) for \( i \neq j \). For any \( d \), this ETF can be constructed based on an explicit construction given in [22].

**Definition 2.1.** Let \( \mathcal{G}_0 \subset \mathbb{R}^d \) be a UNTF. Let \( \{f_i\}_{i=1}^{d+1} \subset \mathbb{R}^d \) be a \( (d+1, d) \) ETF where \( \langle f_i, f_j \rangle = -\frac{1}{d} \) for \( i \neq j \). \( \mathcal{G}_0 \) is said to be optimal with respect to \( \{f_i\}_{i=1}^{d+1} \) if, among all possible UNTFs \( \mathcal{G} \subset \mathbb{R}^d \), \( \mathcal{G}_0 \) minimizes the maximum coherence between distinct vectors of \( \{f_i\}_{i=1}^{d+1} \cup \mathcal{G} \).

Given a set of unit vectors containing the real ETF \( \{f_i\}_{i=1}^{d+1} \) of Definition 2.1 and Theorem 2.2 below gives a lower bound for the maximum coherence between distinct vectors of this set. Using Theorem 2.2, one can determine a set that is optimal with respect to \( \{f_i\}_{i=1}^{d+1} \) in the sense of Definition 2.1. The bound in (2.1) is similar to the orthoplex bound [31].

\[\text{The results can be easily generalized to any} \ d \text{-dimensional Hilbert space} \ \mathcal{H} \ \text{since} \ \mathcal{H} \ \text{would be isomorphic to} \ \mathbb{R}^d \ \text{or} \ \mathbb{C}^d.\]
Theorem 2.2. Let \( \{f_i\}_{i=1}^{d+1} \subset \mathbb{R}^d \) denote an ETF satisfying \( \langle f_i, f_j \rangle = -\frac{1}{d} \) for \( 1 \leq i < j \leq d + 1 \). Let \( f \in \mathbb{R}^d \) be a unit vector. Then

\[
\max_{1 \leq i \leq d+1} |\langle f, f_i \rangle| \geq \frac{1}{\sqrt{d}}. \tag{2.1}
\]

Proof. Since \( f \) is a unit vector and \( \{f_i\}_{i=1}^{d+1} \) is a UNTF,

\[
\frac{d+1}{d} = \frac{d+1}{d} \|f\|^2 = \sum_{i=1}^{d+1} |\langle f, f_i \rangle|^2.
\]

The sum \( \sum_{i=1}^{d+1} |\langle f, f_i \rangle|^2 \) must be bounded above by \( (d+1) \max_i |\langle f, f_i \rangle|^2 \), which gives

\[
\frac{d+1}{d} \leq (d+1) \max_i |\langle f, f_i \rangle|^2.
\]

Simplifying this gives

\[
\frac{1}{\sqrt{d}} \leq \max_i |\langle f, f_i \rangle|.
\]

\[\square\]

Remark 2.3. Note that Theorem 2.2 only relies on the fact that \( \{f_i\}_{i=1}^{d+1} \) is a UNTF. Hence the result still holds if the given \((d+1, d)\) ETF is replaced with an arbitrary \((N, d)\) UNTF, although this fact will not be required in this paper. It is worthwhile to note here that if \( d \) is odd then Theorem 2.4 shows that the inequality in Theorem 2.2 is sharp for the \((d+1, d)\) ETF given in the statement of this theorem.

If \( G_0 \) is a UNTF such that the maximum coherence between distinct vectors of \( G_0 \cup \{f_i\}_{i=1}^{d+1} \) is \( \frac{1}{\sqrt{d}} \), then Theorem 2.2 implies that \( G_0 \) is optimal with respect to \( \{f_i\}_{i=1}^{d+1} \). It is possible to obtain such UNTFs using the construction given in Theorem 2.4 below. This is then further developed in Theorem 2.9, Theorem 2.14, and Theorem 2.18.

Theorem 2.4. Let \( d \in \mathbb{N} \), set \( k = \lceil \frac{d+1}{2} \rceil \). Let \( \{f_i\}_{i=1}^{d+1} \) denote the \((d+1, d)\) ETF satisfying \( \langle f_i, f_j \rangle = -\frac{1}{d} \) for \( i \neq j \). Let \( \Lambda \) denote a subset of \( \{1, \ldots, d+1\} \) of size \( k \), and define the vector \( g \) by

\[
g = \frac{\sum_{i \in \Lambda} f_i}{\|\sum_{i \in \Lambda} f_i\|}.
\]

Then

\[
\max_{1 \leq j \leq d+1} |\langle g, f_j \rangle| = \frac{1}{\sqrt{d}} \text{ if } d \text{ is odd},
\]

and

\[
\max_{1 \leq j \leq d+1} |\langle g, f_j \rangle| \leq \sqrt{\frac{d+2}{d^2}} \text{ if } d \text{ is even}.
\]

Proof. First, note that

\[
\left\| \sum_{i \in \Lambda} f_i \right\|^2 = \left\langle \sum_{i \in \Lambda} f_i, \sum_{j \in \Lambda} f_j \right\rangle = k - \frac{k(k-1)}{d}.
\]

Hence \( \|\sum_{i \in \Lambda} f_i\| = \sqrt{\frac{k(d+1-k)}{d}} \), and it follows that

\[
\langle g, f_j \rangle = \sqrt{\frac{d}{k(d+1-k)}} \left\langle \sum_{i \in \Lambda} f_i, f_j \right\rangle.
\]
Now consider the case $k = \lceil \frac{d+1}{2} \rceil$. If $d$ is odd then $k = \frac{d+1}{2}$ and $\max_j |\langle g, f_j \rangle| = \frac{1}{\sqrt{d}}$. If $d$ is even, then $k = \frac{d+2}{2}$ and

$$|\langle g, f_j \rangle| = \begin{cases} \frac{1}{\sqrt{d+2}} & \text{if } j = i \text{ for some } i \in \Lambda, \\ -\frac{1}{\sqrt{d^2+2d+1}} & \text{otherwise.} \end{cases}$$

Since $\frac{1}{\sqrt{d+2}} \leq \frac{d}{\sqrt{d^2}}$, $\max_j |\langle g, f_j \rangle| \leq \frac{d}{\sqrt{d^2}}$ if $d$ is even.

**Theorem 2.4** shows how to construct vectors $g$ whose maximum coherence with vectors of the given ETF $\{f_i\}_{i=1}^{d+1}$ either meets or comes very close to meeting the optimal bound $\frac{1}{\sqrt{d}}$ of **Theorem 2.2**. In order to construct UNTFs that are optimal with respect to the ETF $\{f_i\}_{i=1}^{d+1} \subset \mathbb{R}^d$ satisfying $\langle f_i, f_j \rangle = -\frac{1}{d}$ for $i \neq j$, one can then consider UNTFs of the form $\{g_i\} \subset \mathbb{R}^d$, where by the proof of **Theorem 2.4**,

$$g_i = \frac{\sum_{j \in \Lambda_i} f_j}{\|\sum_{j \in \Lambda_i} f_j\|} = \frac{d}{k(d+1-k)} \sum_{j \in \Lambda_i} f_j,$$

and $\{\Lambda_i\}$ is a collection of subsets of $\{1, \ldots, d+1\}$ of size $k = \lceil \frac{d+1}{2} \rceil$. The problem now is to determine how to select the subsets $\{\Lambda_i\}$ so that the vectors $\{g_i\} \subset \mathbb{R}^d$ satisfy the following constraints:

(i) the maximum coherence of $\{g_i\} \cup \{f_i\}_{i=1}^{d+1}$ is $\frac{1}{\sqrt{d}}$,

(ii) the set $\{g_i\}$ is a UNTF.

Note that the constraint in (ii) is equivalent to $\{g_i\} \cup \{f_i\}_{i=1}^{d+1}$ being a UNTF since the union of two UNTFs is another UNTF. To see how to choose subsets $\{\Lambda_i\}$ that minimize the maximum coherence, the following computations will be useful. Recall that, for $i \neq j$, $|\langle f_i, f_j \rangle| = \frac{1}{d}$. Also, due to **Theorems 2.2 and 2.4**, $\frac{1}{\sqrt{d}} \leq \max_{i,j} |\langle g_i, f_j \rangle| \leq \frac{d}{\sqrt{d^2}}$. It remains to determine $\max_{i \neq j} |\langle g_i, g_j \rangle|$. Due to (2.2),

$$|\langle g_i, g_j \rangle| = \frac{d}{k(d+1-k)} \left| \sum_{m \in \Lambda_i} \sum_{n \in \Lambda_j} \langle f_m, f_n \rangle \right|.$$ 

For $i \neq j$, let $l = |\Lambda_i \cap \Lambda_j|$. Then out of the $k^2$ terms in the double summation, there will be $l$ terms that equal 1 and $k^2 - l$ terms that equal $-\frac{1}{d}$. Therefore, for $i \neq j$,

$$|\langle g_i, g_j \rangle| = \frac{d}{k(d+1-k)} \left| l - \frac{1}{d} \left( k^2 - l \right) \right| = \frac{d}{k(d+1-k)} \left| l - \frac{k^2}{d+1} \right|.$$ 

Thus if $l$ is the closest integer to $\frac{k^2}{d+1}$, then the above inner product is minimized. The next example shows this approach in action.

**Example 2.5** (An optimal UNTF to add to a (4,3) ETF). Let $\{f_i\}_{i=1}^{4} \subset \mathbb{R}^3$ be an ETF satisfying $\langle f_i, f_j \rangle = -\frac{1}{3}$ for $1 \leq i < j \leq 4$. Such an ETF can be constructed from the vertices of a regular tetrahedron inscribed within the unit sphere. Set $k = \lceil \frac{d+1}{2} \rceil = 2$. Then the goal is
to find a collection of subsets of \( \{1, 2, 3, 4\} \) of size \( k = 2 \) such that the intersection of any two members has \( l = \frac{k^2}{d+1} = 1 \) element. One such collection is given by \( \{\{1, 2\}, \{1, 3\}, \{1, 4\}\} \).

Now define \( \{g_i\}_{i=1}^3 \) by

\[
g_1 = \frac{f_1 + f_2}{\|f_1 + f_2\|}, \quad g_2 = \frac{f_1 + f_3}{\|f_1 + f_3\|}, \quad g_3 = \frac{f_1 + f_4}{\|f_1 + f_4\|}.
\]

It can be checked that \( \{g_i\}_{i=1}^3 \) forms an orthonormal basis for \( \mathbb{R}^3 \). This implies that \( \{f_i\}_{i=1}^4 \cup \{g_i\}_{i=1}^3 \) is a \((7, 3)\) UNTF. By Theorem 2.2, the maximum coherence between distinct vectors of the set \( \{f_i\}_{i=1}^4 \cup \{g_i\}_{i=1}^3 \) is \( \frac{\sqrt{3}}{2} \), which is the lower bound given in Theorem 2.2. By \((1.1)\), the corresponding Welch bound for a collection of 7 unit vectors in \( \mathbb{R}^3 \) is \( \sqrt{\frac{7-3}{3}} = \frac{\sqrt{2}}{3} \approx 0.4714 \), whereas \( \frac{1}{\sqrt{3}} \approx 0.5774 \). However, there does not exist a \((7, 3)\) ETF. In fact, the largest ETF in \( \mathbb{R}^3 \) is a \((6, 3)\) ETF, and so no collection of 7 unit vectors in \( \mathbb{R}^3 \) has maximum coherence \( \frac{\sqrt{2}}{3} \).

Further, by Theorem 2.2, the maximum coherence between distinct vectors of the set \( \{f_i\}_{i=1}^4 \cup \{g_i\}_{i=1}^3 \) is the smallest possible among all UNTFs containing the starting \((4, 3)\) ETF \( \{f_i\}_{i=1}^4 \). In the absence of a \((7, 3)\) ETF, the set \( \{f_i\}_{i=1}^4 \cup \{g_i\}_{i=1}^3 \) can be thought of as a low coherence UNTF of 7 vectors in \( \mathbb{R}^3 \) that is an approximation of the hypothetical \((7, 3)\) ETF.

The set \( \{f_i\}_{i=1}^4 \cup \{g_i\}_{i=1}^3 \) obtained in Example 2.5 formed a tight frame due to the fact that \( \{g_i\}_{i=1}^3 \) turned out to be an orthonormal basis and hence a UNTF. However, this is not guaranteed in general. One way to ensure tightness is by utilizing \textit{block designs} [32], as described in the following subsection.

### 2.2. Using block designs to determine optimal sets to add to ETFs.

**Definition 2.6.** Let \( X \) denote a set containing \( v \) points and suppose there is a collection \( \mathcal{B} \) of subsets (“blocks”) of \( X \) where each block has size \( k \). If for any \( x \in X \) there are precisely \( r \) blocks in \( \mathcal{B} \) containing \( x \), and for any distinct \( x, y \in X \) there are precisely \( \lambda \) blocks containing \( \{x, y\} \), then \( \mathcal{B} \) is said to be a \((v, k, \lambda)\) block design on \( X \), or more simply a block design.

Example 2.5 indirectly makes use of symmetric designs and Hadamard designs [33], which are particular examples of block designs [3]. This is explained below.

**Definition 2.7.** Let \( \mathcal{B} \) denote a \((v, k, \lambda)\) block design. \( \mathcal{B} \) is a symmetric design if \( |\mathcal{B}| = v \). \( \mathcal{B} \) is a Hadamard design if it is a symmetric design and the parameters \( v, k, \lambda \) satisfy \( v = 4n - 1, k = 2n - 1 \) and \( \lambda = n - 1 \) or \( v = 4n - 1, k = 2n \) and \( \lambda = n \).

A \((4n - 1, 2n - 1, n - 1)\) or \((4n - 1, 2n, n)\) Hadamard design exists if and only if there exists a corresponding \( 4n \times 4n \) real Hadamard matrix [33]. Hadamard designs, like all symmetric designs, satisfy the following important property.

**Lemma 2.8 ([33]).** Let \( \mathcal{B} \) denote a \((v, k, \lambda)\) symmetric design. Then any two distinct blocks in \( \mathcal{B} \) have precisely \( \lambda \) elements in common.

Hadamard designs, specifically \((4n - 1, 2n - 1, n - 1)\) Hadamard designs, can now be used to extend the construction given in Example 2.5 to other dimensions besides \( d = 3 \).

**Theorem 2.9.** Let \( d = 4n - 1 \) for some \( n \) and suppose that there exists a \((4n - 1, 2n - 1, n - 1)\) Hadamard design \( \mathcal{B} = \{B_i\}_{i=1}^4 \) on the set \( \{2, 3, \ldots, d + 1\} \).

3Particular block designs known as Steiner systems have been used to construct equiangular tight frames [18].
Let \( \{ f_i \}_{i=1}^{d+1} \subset \mathbb{R}^d \) denote an ETF satisfying \( \langle f_i, f_j \rangle = -\frac{1}{d} \) for \( 1 \leq i < j \leq d + 1 \). Define \( \Lambda_i = \{ 1 \} \cup B_i \) for \( 1 \leq i \leq d \) and for each \( i \) construct the vector \( g_i \) by
\[
g_i = \frac{\sum_{j \in \Lambda_i} f_j}{\| \sum_{j \in \Lambda_i} f_j \|}.
\]
Then \( \{ f_i \}_{i=1}^{d+1} \cup \{ g_i \}_{i=1}^{d} \) is a \((2d + 1, d)\) UNTF, and the maximum coherence between distinct vectors of this UNTF is \( \frac{1}{\sqrt{d}} \).

**Proof.** By (2.3), if \( 1 \leq i < j \leq d \) then
\[
|\langle g_i, g_j \rangle| = \frac{d + 1}{k(d + 1 - k)} \left| l - \frac{k^2}{d + 1} \right|
\]
where \( k = |\Lambda_i| = \frac{d+1}{2} \) and \( l = |\Lambda_i \cap \Lambda_j| = \frac{d+1}{4} \). Since
\[
l - \frac{k^2}{d + 1} = \frac{d + 1}{4} - \frac{d + 1}{4} = 0,
\]
it follows that \( \{ g_i \}_{i=1}^{d} \) is an orthogonal set. Further, since each \( g_i \) has unit norm by construction, \( \{ g_i \}_{i=1}^{d} \) is an orthonormal basis. Therefore \( \{ f_i \}_{i=1}^{d+1} \cup \{ g_i \}_{i=1}^{d} \) must be a UNTF. The proof of Theorem 2.4 also shows that \( \max_{i,j} |\langle g_i, f_j \rangle| = \frac{1}{\sqrt{7}} \). Hence \( \{ f_i \}_{i=1}^{d+1} \cup \{ g_i \}_{i=1}^{d} \) is a \((2d + 1, d)\) UNTF with maximum coherence between distinct vectors given by \( \frac{1}{\sqrt{d}} \). \( \square \)

One can now observe that Example 2.5 can also be obtained from Theorem 2.9 by setting \( n = 1 \). The needed \((3,1,0)\) Hadamard design on the set \( \{ 2, 3, 4 \} \) can be taken as \( B_1 = \{ 2 \}, B_2 = \{ 3 \}, B_3 = \{ 4 \} \).

**Example 2.10** (An optimal UNTF to add to an \((8,7)\) ETF). Let \( \{ f_i \}_{i=1}^{8} \subset \mathbb{R}^7 \) be an ETF satisfying \( \langle f_i, f_j \rangle = -\frac{1}{7} \) for \( 1 \leq i < j \leq 8 \). Then Theorem 2.9 shows that a \((7,3,1)\) Hadamard design on the set \( \{ 2, 3, \ldots, 8 \} \) can be used to find an optimal UNTF (specifically, an orthonormal basis) to add to this ETF. One such design can be found in [33] and is given by
\[
\begin{align*}
B_1 &= \{ 2, 5, 6 \}, & B_5 &= \{ 2, 7, 8 \}, \\
B_2 &= \{ 3, 5, 7 \}, & B_6 &= \{ 3, 6, 8 \}, \\
B_3 &= \{ 4, 5, 8 \}, & B_7 &= \{ 4, 6, 7 \}, \\
B_4 &= \{ 2, 3, 4 \}.
\end{align*}
\]
The next step is to add 1 to each block to create the sets \( \{ \Lambda_i \}_{i=1}^{7} \), and use these to construct the orthonormal basis \( \{ g_i \}_{i=1}^{7} \):
\[
g_1 = \frac{f_1 + f_2 + f_5 + f_6}{\| f_1 + f_2 + f_5 + f_6 \|}, \ldots, g_7 = \frac{f_1 + f_4 + f_6 + f_7}{\| f_1 + f_4 + f_6 + f_7 \|}.
\]
The resulting \((15,7)\) UNTF \( \{ f_i \}_{i=1}^{8} \cup \{ g_i \}_{i=1}^{7} \) then has maximum coherence between distinct vectors given by \( \frac{1}{\sqrt{7}} \).

Theorem 2.9 uses Hadamard designs to construct low coherence UNTFs that meet the lower bound of Theorem 2.2. However, as mentioned previously these designs are equivalent to the existence of a real Hadamard matrix of the right size. It is therefore desirable to use more general block designs to construct low coherence UNTFs. This will require the following definition.
Definition 2.11. Let $X = \{x_i\}_{i=1}^{v}$ denote a finite set and let $\mathcal{B} = \{B_i\}_{i=1}^{b}$ denote a block design on $X$. The matrix $K = [k_{ij}]$ for $1 \leq i \leq v$, $1 \leq j \leq b$, where
$$k_{ij} = \begin{cases} 1 & \text{if } x_i \in B_j, \\ 0 & \text{otherwise}, \end{cases}$$
is called the incidence matrix of $\mathcal{B}$.

The following fundamental result on block designs will be necessary, and can be found in [32].

Lemma 2.12 ([32]). Let $X = \{x_i\}_{i=1}^{v}$ denote a finite set and let $\mathcal{B} = \{B_i\}_{i=1}^{b}$ denote a $(v,k,\lambda)$ block design on $X$. Let $r$ denote the number of blocks in $\mathcal{B}$ containing a given element of $X$.

(i) Then
$$b = \frac{\lambda{v \choose 2}}{{k \choose 2}} \quad \text{and} \quad r(k-1) = \lambda(v-1).$$

(ii) Let $K = [k_{ij}]$ denote the incidence matrix of $\mathcal{B}$. Then
$$KK^T = (r - \lambda)I + \lambda J$$
where $J$ denotes the $v \times v$ matrix whose entries are all 1.

The following inequality will also be required and can be found in [34].

Theorem 2.13 (Fisher’s Inequality [34]). If $\mathcal{B}$ is a block design on $X = \{1, \ldots, d+1\}$ then $\mathcal{B}$ must contain at least $d+1$ blocks.

Theorem 2.14. Let $\{f_i\}_{i=1}^{d+1} \subset \mathbb{R}^d$ denote an ETF satisfying $\langle f_i, f_j \rangle = -\frac{1}{d}$ for $1 \leq i < j \leq d+1$, and suppose that $\mathcal{B} = \{B_i\}_{i=1}^{b}$ is a $(d+1,k,\lambda)$ block design on $\{1, \ldots, d+1\}$ for some $k, \lambda \in \mathbb{N}$. Define $g_i$ for $1 \leq i \leq b$ by
$$g_i = \frac{\sum_{j \in B_i} f_j}{\left\| \sum_{j \in B_i} f_j \right\|}.$$

Then $\{g_i\}_{i=1}^{b}$ is a $(b,d)$ UNTF.

Proof. Let $F$ denote the synthesis operator of $\{f_i\}_{i=1}^{d+1}$, let $G$ denote the corresponding Gram matrix, and let $K$ be the incidence matrix of the block design $\mathcal{B}$. Let $F_1$ denote the synthesis operator of $\{g_i\}_{i=1}^{b}$ and $G_1$ the corresponding Gram matrix. Then using the proof of Theorem 2.4, one can write
$$F_1 = \sqrt{\frac{d}{k(d+1-k)}} FK \quad \text{and} \quad G_1 = F_1^T F_1 = \frac{d}{k(d+1-k)} K^T GK.$$  
To show that $\{g_i\}_{i=1}^{b}$ is a UNTF, the frame potential is used in accordance to Theorem 1.1. This is valid since $b > d$ by Theorem 2.13. Note that
$$FP(\{g_i\}_{i=1}^{b}) = \text{tr} G_1^2 = \left( \frac{d}{k(d+1-k)} \right)^2 \text{tr}(K^T GKK^T G).$$  
By Lemma 2.12 (ii),
$$KK^T = (r - \lambda)I + \lambda J.$$
Since $GJ$ is the zero matrix,
\[
\text{tr} \ G_1 = \left( \frac{d}{k(d+1-k)} \right)^2 \text{tr}((r-\lambda)G^2KK^T)
\]
\[
= \left( \frac{d}{k(d+1-k)} \right)^2 \frac{(r-\lambda)^2(d+1)^2}{d}
\]
where the last equality follows from the fact that the frame potential of the original ETF is $\frac{(d+1)^2}{d}$. By Lemma 2.12 (i),
\[
\lambda = \frac{bk(k-1)}{(d+1)d} \quad \text{and} \quad r = \frac{d\lambda}{k-1}.
\]
Thus
\[
(r-\lambda) = \frac{bk(d+1-k)}{(d+1)d},
\]
and so
\[
\text{tr} \ G_1 = \left( \frac{d}{k(d+1-k)} \right)^2 \frac{(r-\lambda)^2(d+1)^2}{d} = \frac{b^2}{d}.
\]
Therefore $\{g_i\}_{i=1}^b$ is a $(b, d)$ UNTF by Theorem 1.1.
\]

As (2.3) shows, the coherence between two distinct vectors $g_i$ and $g_j$ obtained from this construction is related to the size of the intersection of the blocks $B_i$ and $B_j$ that determine $g_i$ and $g_j$.

**Definition 2.15.** Let $\mathcal{B} = \{B_i\}_{i=1}^b$ denote a block design on a set $X$. An integer $n \geq 0$ is said to be an intersection number of $\mathcal{B}$ if there are blocks $B_i$ and $B_j$ such that $n = |B_i \cap B_j|$.

Bounds on the possible intersection numbers of a block design are required in order to obtain UNTFs that are optimal in the sense of Definition 2.1. The bound below was originally given in [35] but the form used here is from [36].

**Theorem 2.16** ([36]). Let $\mathcal{B} = \{B_i\}_{i=1}^b$ denote a $(v,k,\lambda)$ block design on a set $X$, and let $r$ denote the number of blocks containing a given element of $X$. Define $\sigma, \tau$ and $\Sigma$ as follows:

\[
\sigma = k - r + \lambda
\]
\[
\tau = \frac{k}{v}(2k - v)
\]
\[
\Sigma = \frac{2k\lambda}{r} - (k - r + \lambda).
\]

Let $B_i$ and $B_j$ denote distinct blocks of $\mathcal{B}$. Then
\[
\max\{\sigma, \tau\} \leq |B_i \cap B_j| \leq \Sigma.
\]

**Remark 2.17.** Beutelspacher [36] gives a slight refinement of the bound given in Theorem 2.16 by showing that if $\tau$ as defined in Theorem 2.16 is an intersection number of a block design, then $\tau$ must equal 0.

Finally, the previous results may now be used to obtain a UNTF $\{g_i\}_{i=1}^b$ that is optimal or nearly optimal with respect to the $(d+1,d)$ ETF $\{f_i\}_{i=1}^{d+1}$. Let $N = b + d + 1$. In cases where an $(N,d)$ ETF does not exist, the low coherence UNTF $\{g_i\}_{i=1}^b \cup \{f_i\}_{i=1}^{d+1} \subset \mathbb{R}^d$ can be considered an approximation. This is presented in Theorem 2.18.
Theorem 2.18. Let \( \{f_i\}_{i=1}^{d+1} \subset \mathbb{R}^d \) denote an ETF satisfying \( \langle f_i, f_j \rangle = -\frac{1}{d+1} \) for \( 1 \leq i < j \leq d+1 \). Let \( B = \{B_i\}_{i=1}^b \) denote a \((d+1, k, \lambda)\) block design on \( \{1, \ldots, d+1\} \). Let \( \{g_i\}_{i=1}^b \) be given by

\[
g_i = \frac{\sum_{j \in B_i} f_j}{\|\sum_{j \in B_i} f_j\|}.
\]

Then

\[
(2.4) \quad |\langle g_i, g_j \rangle| \leq \frac{d+1}{k(k-1)} \lambda - 1.
\]

Furthermore, suppose \( k = \left\lceil \frac{d+1}{2} \right\rceil \) and \( B \) is a \((d+1, k, \lambda)\) block design with \( \lambda = \left\lceil \frac{k(k-1)}{d+1} \right\rceil \). Then \( \{f_i\}_{i=1}^{d+1} \cup \{g_i\}_{i=1}^b \) is a \((d+1+b, d)\) UNTF satisfying the following.

(i) If \( d \) is odd then the maximum coherence between distinct vectors of \( \{f_i\}_{i=1}^{d+1} \cup \{g_i\}_{i=1}^b \) is bounded above by

\[
\max\left\{ \frac{1}{\sqrt{d}}, \frac{3}{d-1} \right\},
\]

and

(ii) if \( d \) is even then the maximum coherence between distinct vectors of \( \{f_i\}_{i=1}^{d+1} \cup \{g_i\}_{i=1}^b \) is bounded above by

\[
\max\left\{ \sqrt{\frac{d+2}{d^2}}, \frac{4}{d+2} + \frac{3}{d(d+2)} \right\}.
\]

Proof. Let \( \sigma \) and \( \Sigma \) be as given in Theorem 2.16. By Remark 2.17, the bound in Theorem 2.16 becomes

\[
\sigma \leq |B_i \cap B_j| \leq \Sigma.
\]

First, recall (2.3):

\[
|\langle g_i, g_j \rangle| = \frac{d+1}{k(d+1-k)} \left| l - \frac{k^2}{d+1} \right|.
\]

Hence the intersection number of \( B \) that is farthest from \( \frac{k^2}{d+1} \) will give \( \max_{i \neq j} |\langle g_i, g_j \rangle| \). Let \( \bar{\sigma} = \frac{\sigma + \Sigma}{2} \). It will be shown that \( \bar{\sigma} \leq \frac{k^2}{d+1} \), which will imply that \( \Sigma \) is closer to \( \frac{k^2}{d+1} \) than \( \sigma \). The definitions of \( \sigma \) and \( \Sigma \), as well as the relation \( \frac{k}{r} = \frac{k-1}{d} \) which is obtained from Lemma 2.12 give

\[
\bar{\sigma} = \frac{\sigma + \Sigma}{2} = \frac{k \lambda}{r} = \frac{k(k-1)}{d}.
\]

Therefore,

\[
\bar{\sigma} - \frac{k^2}{d+1} = k \left[ \frac{k-1}{d} - \frac{k}{d+1} \right] = -k \left[ \frac{d+1-k}{d(d+1)} \right] \leq 0.
\]

Thus \( l = \sigma \) gives the largest possible value in (2.3) and so

\[
|\langle g_i, g_j \rangle| \leq \frac{d+1}{k(d+1-k)} \left| \sigma - \frac{k^2}{d+1} \right|.
\]

Using the expression for \( \sigma \) from Theorem 2.16 as well as the fact that \( \sigma \leq \frac{k^2}{d+1} \),

\[
\frac{d+1}{k(d+1-k)} \left| \sigma - \frac{k^2}{d+1} \right| = \frac{d+1}{k(d+1-k)} \left[ \frac{k^2}{d+1} - \sigma \right].
\]
As shown in the proof of Theorem 2.14
\[ r - \lambda = \frac{bk(d + 1 - k)}{d(d + 1)} \]
which gives
\[ \frac{k}{d + 1 - k} - \frac{d + 1}{k(d + 1 - k)}[k - (r - \lambda)] = \frac{d + 1}{k(k - 1)}\lambda - 1 \]
after substituting the expression for \( b \) from Lemma 2.12. Therefore,
\[ |\langle g_i, g_j \rangle| \leq \frac{d + 1}{k(k - 1)}\lambda - 1. \]

By Theorem 2.14 \( \{g_i\}_{i=1}^b \) is a UNTF. Since \( \{f_i\}_{i=1}^{d+1} \) is also a UNTF, \( \{f_i\}_{i=1}^{d+1} \cup \{g_i\}_{i=1}^b \) is a UNTF as well. The rest of the proof involves finding the bounds of parts (i) and (ii). Now let \( k = \lceil \frac{d+1}{2} \rceil \) and suppose that \( \lambda = \lceil \frac{k(k-1)}{d+1} \rceil \). If \( d \) is odd, then \( k = \frac{d+1}{2} \) and \( \lambda = \lceil \frac{d-1}{4} \rceil \). Thus \( \lambda = \frac{d-1}{4} + \varepsilon \) where \( 0 \leq \varepsilon \leq \frac{3}{4} \), and it follows that
\[ |\langle g_i, g_j \rangle| \leq \frac{d + 1}{k(k - 1)}\lambda - 1 = \frac{4}{d - 1} \left[ \frac{d - 1}{4} + \varepsilon \right] - 1 \leq \frac{3}{d - 1}. \]
Similarly, if \( d \) is even then \( k = \frac{d+2}{2} \) and \( \lambda = \lceil \frac{d(d+2)}{4(d+1)} \rceil \). Thus \( \lambda = \frac{d+2}{4} + \varepsilon \) where \( 0 \leq \varepsilon \leq \frac{4(d+1)-1}{4(d+1)} \) and so
\[ |\langle g_i, g_j \rangle| \leq \frac{d + 1}{k(k - 1)}\lambda - 1 = \frac{4(d+1)}{d(d+2)} - \frac{4}{d+2} + \frac{3}{d+2}. \]
Combining these bounds with the bounds on the coherence between \( \{g_i\} \) and \( \{f_i\} \) given in Theorem 2.14 finishes the proof.

Remark 2.19. The bounds in (i) and (ii) of Theorem 2.18 are upper bounds on the maximum coherence between distinct vectors in the low coherence UNTF \( \{f_i\}_{i=1}^{d+1} \cup \{g_i\}_{i=1}^b \). When \( d \) is odd and \( d \geq 11 \), the bound (i) simplifies to \( \frac{1}{\sqrt{d}} \). Similarly, if \( d \) is even and \( d \geq 12 \), the bound (ii) simplifies to \( \sqrt{\frac{d+2}{d}} \). In particular, if \( d \) is odd, \( d \geq 11 \) and there exists a \( (d+1, k, \lambda) \) block design \( B \) with \( k = \frac{d+1}{2} \) and \( \lambda = \lceil \frac{d-1}{4} \rceil \), then the maximum coherence of the UNTF constructed using Theorem 2.18 meets the lower bound of Theorem 2.2.

According to the conditions given in Proposition 3.2 in [12], a real \((22, 10)\) ETF does not exist. The following example uses Theorem 2.18 to give a low coherence UNTF in this case.

Example 2.20 (Approximating a \((22, 10)\) ETF). Let \( \{f_i\}_{i=1}^{11} \subset \mathbb{R}^{10} \) denote an ETF where \( \langle f_i, f_j \rangle = -\frac{1}{10} \) for \( 1 \leq i < j \leq 11 \). Let \( k = \left\lceil \frac{11}{2} \right\rceil = 6 \) and \( \lambda = \left\lceil \frac{65}{11} \right\rceil = 3 \). Then the goal is to find an \((11, 6, 3)\) block design. One such design can be found in [37] and is given by \( B = \{B_i\}_{i=1}^{11} \) with
\[
B_1 = \{4, 6, 7, 9, 10, 11\}, \quad B_5 = \{2, 3, 4, 8, 10, 11\}, \quad B_9 = \{1, 3, 4, 6, 7, 8\}, \\
B_2 = \{1, 5, 7, 8, 10, 11\}, \quad B_6 = \{1, 3, 4, 5, 9, 11\}, \quad B_{10} = \{2, 4, 5, 7, 8, 9\}, \\
B_3 = \{1, 2, 6, 8, 9, 11\}, \quad B_7 = \{1, 2, 4, 5, 6, 10\}, \quad B_{11} = \{3, 5, 6, 8, 9, 10\}, \\
B_4 = \{1, 2, 3, 7, 9, 10\}, \quad B_8 = \{2, 3, 5, 6, 7, 11\},
\]
Now define \( \{g_i\}_{i=1}^{11} \) by
\[
\begin{align*}
g_1 &= \frac{f_4 + f_6 + \cdots + f_{11}}{\|f_4 + f_6 + \cdots + f_{11}\|}, \\
\vdots & \quad \vdots \\
g_{11} &= \frac{f_3 + f_5 + \cdots + f_{10}}{\|f_3 + f_5 + \cdots + f_{10}\|}.
\end{align*}
\]
Then by Theorems 2.14 and 2.18, \( \{f_i\}_{i=1}^{11} \cup \{g_i\}_{i=1}^{11} \) is a UNTF with the maximum coherence between distinct vectors being bounded above by
\[
\max \left\{ \sqrt{\frac{d+2}{d^2}}, \frac{4}{d+2} \right\} = \frac{43}{120} \approx 0.3583.
\]
By Theorem 2.2, the lower bound on the maximum coherence between distinct vectors for this example is \( \frac{1}{\sqrt{10}} \approx 0.3162 \). Thus, the maximum coherence between distinct vectors lies in \([0.3162, 0.3583]\). The Welch bound for a hypothetical \((22,10)\) ETF is \( \sqrt{\frac{2}{35}} \approx 0.2390 \). The low coherence UNTF \( \{f_i\}_{i=1}^{11} \cup \{g_i\}_{i=1}^{11} \) obtained here can be thought of as an approximation of a \((22,10)\) ETF.

**Remark 2.21.** Armed with a table of block designs (such as those provided in [37, 33]), it is possible to use Theorem 2.18 to investigate a wide variety of candidates for low coherence UNTFs. If \( d \) is odd and \( d \geq 11 \), and if one has a \((d+1,k,\lambda)\) block design with \( k = \frac{d+1}{2} \) and \( \lambda = \left\lceil \frac{k(k-1)}{d+1} \right\rceil \), i.e., a block design that satisfies the constraints required to use the bound (i) in Theorem 2.18, then Theorem 2.18 can be used to construct a low coherence UNTF that meets the lower bound of Theorem 2.2. Although the authors did not come across block designs that satisfied the constraints required for the bound (i) in Theorem 2.18, there are more designs that satisfy the bound (ii) than the one given in Example 2.20. One way to find these designs is to consider complements of block designs. The incidence matrix of the complement design is obtained by swapping 0 with 1 in the incidence matrix of the original design. For example, the bound (ii) does not apply to any \((19,9,4)\) block design (which may be found in [33]), but the complement of such a design has parameters \((19,10,5)\). These parameters do in fact satisfy the constraints required to use the bound (ii).

**Example 2.22.** As seen in Example 2.20, when using block designs to find low coherence UNTFs in a certain dimensional space, one is constrained by a frame size that is determined by the block design used. For a lower redundancy, one might wish for a UNTF of smaller size.

Suppose one wants a real \((21,10)\) ETF which does not exist by Corollary 16 in [14]. Consider the \((22,10)\) UNTF of Example 2.20 and discard a vector. The resulting \((21,10)\) frame is no longer tight, and the condition number is approximately 1.833 for any vector removed. Note that for a tight frame the condition number is always one. After removing any vector, the maximum coherence between distinct vectors of the resulting \((21,10)\) frame is bounded above by \( \frac{43}{120} \approx 0.3583 \), while the Welch bound for a hypothetical \((21,10)\) ETF is \( \sqrt{\frac{11}{200}} \approx 0.2345 \).

3. **Conclusion**

In a \( d \)-dimensional space, the UNTFs constructed in Section 2 all have maximum coherence bounded below by \( \frac{1}{\sqrt{d}} \) due to Theorem 2.2. In order to judge the effectiveness of a particular \((N,d)\) low coherence UNTF, one can compare this maximum coherence to the Welch bound of the corresponding hypothetical \((N,d)\) ETF. The construction in Section 2.2 approximates an \((N,d)\) ETF by using block designs and adding a UNTF to an ETF of size \( d+1 \). In
this process, the number of added vectors is at least \(d + 1\) due to Theorem 2.13. Thus the size \(N\) of the low coherence UNTF resulting from this construction is \(N \geq 2(d + 1)\). The Welch bound 
\[
\sqrt{\frac{N-d}{d(N-1)}} = \sqrt{\frac{1}{d} - \frac{d-1}{d(N-1)}}
\]
increases as \(N\) increases and \(d\) is held fixed. Thus, when \(N \geq 2(d + 1)\), the corresponding Welch bound is at least \(\sqrt{\frac{d+2}{2d^2+d}}\). For large \(d\), this is approximately equal to \(\frac{1}{\sqrt{2d}}\). In comparison, a corresponding low coherence UNTF obtained from Theorem 2.18 using a \((d+1, k, \lambda)\) block design with \(k = \left\lceil \frac{d+1}{2} \right\rceil\) and \(\lambda = \left\lceil \frac{k(k-1)}{d+1} \right\rceil\) would have maximum coherence approximately equal to \(\frac{1}{\sqrt{d}}\). So for large \(N\) and large \(d\) one can expect the frames provided by using such block designs to have maximum coherence larger than the corresponding Welch bound by a factor of about \(\sqrt{2}\).

For a given dimension \(d\), the construction of low coherence UNTFs discussed in Section 2 starts with a \((d+1, d)\) ETF. Instead, one can start with other sets of vectors, such as orthonormal bases or other ETFs. \((d+1, d)\) ETFs are slightly more redundant than orthonormal bases and are straightforward to construct in all finite dimensional Hilbert spaces, making them a desirable starting point for the construction in this paper, but it would still be worthwhile to investigate this construction starting with other sets of vectors. Determining for which UNTFs the inequality provided in Theorem 2.2 is sharp (see Remark 2.3) and an analogue of Theorem 2.14 for other sets of vectors would be particularly interesting.
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