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#### Abstract

The goal is to construct random frames and study properties of such frames. Starting with the construction of unimodular random sequences whose expected autocorrelations can be made arbitrarily low outside the origin, these random sequences are used to construct frames for $\mathbb{C}^{d}$. Using recent theory of non-asymptotic analysis of random matrices, the eigenvalue distribution of the corresponding frame operator is studied.
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## 1 Introduction

### 1.1 Motivation

Let $\mathbb{R}$ be the real numbers, $\mathbb{Z}$ the integers, $\mathbb{C}$ the complex numbers, and set $\mathbb{T}=$ $\mathbb{R} / \mathbb{Z}$. A fundamental problem in harmonic analysis is to characterize the family of positive bounded Radon measures $F$, whose inverse Fourier transforms are the autocorrelations of bounded sequences $X$. A special case of this is when $F \equiv 1$ on $\mathbb{T}$. Then the autocorrelation of $X$ vanishes everywhere except at the origin, where it is equal to 1 . The construction of unimodular sequences ${ }^{1}$ with such spike like autocorrelation finds a lot of applications and is particularly relevant in the areas of radar and communications. In the former, the sequences can play a role in effective target recognition, e.g., $[1,4,8,10-12,15,16]$; and in the latter they are used to address synchronization issues in cellular (phone) access technologies, especially code division multiple access (CDMA), e.g., $[17,18]$. There are two main reasons that the sequences should be unimodular, that is, have constant amplitude. First, a transmitter can operate at peak power if the signal has constant peak amplitude the system does not have to deal with the surprise of greater than expected amplitudes. Second, amplitude variations during transmission due to additive noise can be theoretically eliminated. The zero autocorrelation property ensures minimum

[^0]interference between signals sharing the same channel or between a signal and its reflection as might be needed in radar target recognition.

Deterministic construction of unimodular sequences with an impulse-like autocorrelation has been extensively studied in [3]. Here the focus is on random unimodular sequences with a probabilistic nature of construction. This might have an added advantage in applications by making such sequences harder to intercept by an adversary. The expectation of the autocorrelation is studied and it is desired that the expected autocorrelation is small everywhere outside the origin. Previous work on the use of stochastic sequences in radar can be found in [14], [13], [2] where the sequences or waveforms are only real-valued and not unimodular. In comparison, the sequences constructed here are complex valued and unimodular.

Frames are mathematical objects that can be thought of as redundant bases. In fact, for a finite dimensional vector space, a finite frame is the same as a spanning set. Frames have been widely popularized over the past two decades as standard tools in signal processing. Frames offer robust signal representations that are resilient to noise and transmission losses. Another aspect of the work presented here is to construct frames for $\mathbb{C}^{d}$ from low autocorrelation random sequences and to study the frame properties of such frames.

### 1.2 Notation and preliminaries

The aperiodic autocorrelation $A_{X}: \mathbb{Z} \rightarrow \mathbb{C}$ of a sequence $X: \mathbb{Z} \rightarrow \mathbb{C}$ is defined as

$$
\begin{equation*}
\forall k \in \mathbb{Z}, \quad A_{X}(k)=\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{m=-N}^{N} X(m+k) \overline{X(m)} \tag{1.1}
\end{equation*}
$$

provided the limit exists. Instead of aperiodic sequences that are defined on $\mathbb{Z}$, in some applications, it might be useful to construct periodic sequences with similar vanishing properties of the autocorrelation function. Let $n \geq 1$ be an integer and $\mathbb{Z}_{n}$ be the finite group $\{0,1, \ldots, n-1\}$ with addition modulo $n$. The periodic autocorrelation $A_{X}: \mathbb{Z}_{n} \rightarrow \mathbb{C}$ of a sequence $X: \mathbb{Z}_{n} \rightarrow \mathbb{C}$ is defined as

$$
\begin{equation*}
\forall k=0,1, \ldots, n-1, \quad A_{X}(k)=\frac{1}{n} \sum_{m=0}^{n-1} X(m+k) \overline{X(m)} \tag{1.2}
\end{equation*}
$$

It is said that $X: \mathbb{Z}_{n} \rightarrow \mathbb{C}$ is a constant amplitude zero autocorrelation (CAZAC) sequence if each $|X(k)|=1$ and

$$
\forall k=1, \ldots, n-1, \quad A_{X}(k)=\frac{1}{n} \sum_{m=0}^{n-1} X(m+k) \overline{X(m)}=0
$$

The literature on CAZACs is overwhelming. A good reference on this topic is [8], among many others. Comparison between periodic and aperiodic autocorrelation can be found in [5]. Previously, a mathematical characterization of CAZACs in terms of finite unit-normed tight frames (FUNTFs) has been done in [4]. Here the focus is on infinite sequences and hence aperiodic autocorrelation.

Let $X$ be a random variable with probability density function $f$. Assuming $X$ to be absolutely continuous, the expectation of $X$, denoted by $E(X)$, is

$$
E(X)=\int_{\mathbb{R}} x f(x) \mathrm{d} x
$$

The Gaussian random variable has probability density function given by $f(x)=$ $\frac{1}{\sigma \sqrt{2 \pi}} e^{-\frac{1}{2}\left(\frac{x-\mu}{\sigma}\right)^{2}}$. The mean or expectation of this random variable is $\mu$ and the variance, $V(X)$, is $\sigma^{2}$. In this case it is also said that $X$ follows a normal distribution and is written as $X \sim N\left(\mu, \sigma^{2}\right)$. The characteristic function of $X$ at $t, E\left(e^{i t X}\right)$, is denoted by $\phi_{X}(t)$. For further properties of expectation and characteristic function of a random variable the reader is referred to [9].

Let $\mathcal{H}$ be a Hilbert space and let $V=\left\{v_{k}, k \in \mathcal{K}\right\}$, where $\mathcal{K}$ is some index set, be a collection of vectors in $\mathcal{H}$. Then $V$ is said to be a frame for $\mathcal{H}$ if there exist constants $A$ and $B, 0<A \leq B<\infty$, such that for any $v \in \mathcal{H}$

$$
A\|v\|^{2} \leq \sum_{k \in \mathcal{K}}\left|\left\langle v, v_{k}\right\rangle\right|^{2} \leq B\|v\|^{2}
$$

The constants $A$ and $B$ are called the frame bounds. The lower frame bound is $A$ while the upper frame bound is $B$. If $A=B$, the frame is said to be tight. If $A=B=1$, then the frame is called a Parseval frame. Orthonormal bases are special cases of Parseval frames.

If $V$ is a frame for $\mathcal{H}$ then the map $F: \mathcal{H} \rightarrow \ell_{2}(\mathcal{K})$ given by $F(v)=\left\{\left\langle v, v_{k}\right\rangle\right.$ : $k \in \mathcal{K}\}$ is called the analysis operator. The synthesis operator is the adjoint map $F^{*}: \ell_{2}(\mathcal{K}) \rightarrow \mathcal{H}$, given by

$$
F^{*}\left(\left\{a_{k}\right\}\right)=\sum_{k \in \mathcal{K}} a_{k} v_{k}
$$

The frame operator $S: \mathcal{H} \rightarrow \mathcal{H}$ is given by $S=F^{*} F$. For a tight frame, the frame operator is just a constant multiple of the identity, i.e., $S=A \mathcal{I}$, where $\mathcal{I}$ is the identity map. Every $v \in \mathcal{H}$ can be represented as

$$
v=\sum_{k \in \mathcal{K}}\left\langle v, S^{-1} v_{k}\right\rangle v_{k}=\sum_{k \in \mathcal{K}}\left\langle v, v_{k}\right\rangle S^{-1} v_{k}
$$

Here $\left\{S^{-1} v_{k}\right\}$ is also a frame and is called the dual frame. For a tight frame, $S^{-1}$ is just $\frac{1}{A} S$. Tight frames are thus highly desirable since they offer a computationally simple reconstruction formula that does not involve inverting the frame operator. The minimum and maximum eigenvalues of $S$ are the optimal lower and upper frame bounds respectively [6]. Thus, for a tight frame all the eigenvalues of the frame operator are equal to each other. For the general theory on frames one can refer to [6], [7].

For a random vector $X \in \mathbb{C}^{n}$, the second moment matrix, which takes the place of second moment of a random variable, is defined as

$$
\Sigma=E(X \otimes X)=E\left(X X^{*}\right)
$$

where $\otimes$ denotes outer product. A random vector is called isotropic if $\Sigma(X)=\mathcal{I}$. The following results [19] will be used to determine frame bounds for random frames. The smallest and largest singular values of a matrix $F$ are denoted by $s_{\min }(F)$ and $s_{\max }(F)$, respectively. The probability of an event $E$ is denoted by $P(E)$.

Lemma 1.1. [19] If for some $\delta>0$, a matrix $F$ satisfies

$$
\left\|F^{*} F-\mathcal{I}\right\| \leq \max \left(\delta, \delta^{2}\right)
$$

then

$$
1-\delta \leq s_{\min }(F) \leq s_{\max }(F) \leq 1+\delta
$$

Theorem 1.2. [19] Let $F$ be an $M \times d$ matrix whose rows $v_{k}$ are independent random vectors in $\mathbb{R}^{d}$ with common second moment matrix $\Sigma=E\left(v_{k} \otimes v_{k}\right)$. For each $k$, suppose $\left\|v_{k}\right\| \leq m$ almost surely, for some constant $m$. Then for every $t \geq 0$,

$$
P\left(\left\|\frac{1}{M} F^{*} F-\Sigma\right\| \leq \max \left(\|\Sigma\|^{1 / 2} \delta, \delta^{2}\right)\right) \geq 1-d e^{-c t^{2}}
$$

where $\delta=t \sqrt{\frac{m}{M}}$ and $c>0$ is an absolute constant.

### 1.3 Outline

In Section 2, random sequences $X: \mathbb{Z} \rightarrow \mathbb{C}$ are constructed such that the expected autocorrelation of $X$ can be made arbitrarily small outside the origin, and for all $n \in \mathbb{Z},|X[n]|=1$. The higher dimensional case of constructing $X: \mathbb{Z} \rightarrow \mathbb{C}^{d}$ is also addressed. Section 3 discusses the construction of frames from low autocorrelation random sequences. Using random matrix theory, the frame properties of these random frames are also studied in Section 3. Section 4 includes some
comments on the variance of the autocorrelation of the random sequences constructed in Section 2, as well as on the applicability of random frames in signal transmission.

## 2 Low autocorrelation unimodular random sequences

In this section unimodular sequences, $X: \mathbb{Z} \rightarrow \mathbb{C}$, are constructed from random variables such that the expectation of the autocorrelation can be made arbitrarily small everywhere except at the origin. First, such a construction is done using the Gaussian random variable. Next, a general characterization of all random variables that can be used for the purpose is given.

Let $\left\{Y_{\ell}\right\}_{\ell \in \mathbb{Z}}$ be independent identically distributed (i.i.d.) random variables such that $Y_{\ell} \sim N\left(0, \sigma^{2}\right)$. Define $X: \mathbb{Z} \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
\forall n \in \mathbb{Z}, \quad X(n)=e^{\frac{2 \pi i}{\epsilon} Y_{n}} \tag{2.1}
\end{equation*}
$$

where $i$ is $\sqrt{-1}$ and $\epsilon$ is a constant to be chosen. For each $n,|X(n)|=1$ and thus $X$ is unimodular. As introduced in Section 1.2, the autocorrelation of $X$ at $k \in \mathbb{Z}$ is

$$
A_{X}(k)=\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} X(n+k) \overline{X(n)}
$$

where the limit is in the sense of probability.
Theorem 2.1. Given $\epsilon>0$, the waveform $X: \mathbb{Z} \rightarrow \mathbb{C}$ defined in (2.1) has autocorrelation $A_{X}$ such that

$$
E\left(A_{X}(k)\right)= \begin{cases}1 & \text { if } k=0 \\ e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}} & \text { if } k \neq 0\end{cases}
$$

Proof. (i) When $k=0$,

$$
A_{X}(0)=\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} X(n) \overline{X(n)}=1
$$

and so $E\left(A_{X}(0)\right)=1$.
(ii) Let $k \neq 0$. One would like to calculate

$$
E\left(A_{X}(k)\right)=E\left(\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} X(n+k) \overline{X(n)}\right)
$$

Let $g_{N}(X)=\frac{1}{2 N+1} \sum_{n=-N}^{N} X(n+k) \overline{X(n)}$. Then $\left|g_{N}(X)\right| \leq 1$. Let $h(X)=1$. Then for each $N,\left|g_{N}(X)\right| \leq h(X)$ and $E(h(X))=1$. Thus, by the Dominated Convergence Theorem [9], which justifies the interchange of limit and integration below, one obtains

$$
\begin{aligned}
E\left(A_{X}(k)\right) & =E\left(\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} X(n+k) \overline{X(n)}\right) \\
& =\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} E(X(n+k) \overline{X(n)}) \\
& =\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} E\left(e^{\frac{2 \pi i}{\epsilon}\left(Y_{n+k}-Y_{n}\right)}\right) \\
& =\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} E\left(e^{\frac{2 \pi i}{\epsilon} Y_{n+k}}\right) E\left(e^{-\frac{2 \pi i}{\epsilon} Y_{n}}\right) \\
& =E\left(e^{\frac{2 \pi i}{\epsilon} Y_{1}}\right) E\left(e^{-\frac{2 \pi i}{\epsilon} Y_{1}}\right)=\left[\phi_{Y_{1}}\left(\frac{2 \pi}{\epsilon}\right)\right]^{2}
\end{aligned}
$$

where the last line uses the fact that the $Y_{\ell}$ s are i.i.d. random variables. Here $\phi_{Y_{1}}\left(\frac{2 \pi}{\epsilon}\right)$ is the characteristic function at $\frac{2 \pi}{\epsilon}$ of $Y_{1}$ which is the same as that of any other $Y_{\ell}$ due to their identical distribution. Since the characteristic function of a Gaussian random variable is even, $\phi_{Y_{1}}\left(\frac{2 \pi}{\epsilon}\right)=\phi_{Y_{1}}\left(-\frac{2 \pi}{\epsilon}\right)$. The characteristic function at $\frac{2 \pi}{\epsilon}$ of a Gaussian random variable with mean 0 and variance $\sigma^{2}$ is $e^{-\frac{\sigma^{2}}{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}$. Thus

$$
E\left(A_{X}(k)\right)=e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}} .
$$

As can be seen, the autocorrelation can be made arbitrarily small for $k \neq 0$ by choosing $\epsilon$ to be small. This construction can be generalized to other random variables.

Theorem 2.2. Let $\left\{Y_{\ell}\right\}_{\ell \in \mathbb{Z}}$ be a sequence of i.i.d. random variables with characteristic function $\phi_{Y}$. Suppose that the probability density function of the $Y_{\ell} s$ is even and that $\phi_{Y}(t)$ goes to 0 as $t$ goes to infinity. Then, given $\epsilon$, the sequence $X: \mathbb{Z} \rightarrow \mathbb{C}$ given by

$$
X(n)=e^{\frac{2 \pi}{\epsilon} i Y_{n}}
$$

has autocorrelation that can be made arbitrarily small outside the origin and is given by

$$
E\left(A_{X}(k)\right)=\left\{\begin{array}{cc}
1 & \text { when } k=0 \\
{\left[\phi_{Y}\left(\frac{2 \pi}{\epsilon}\right)\right]^{2}} & \text { when } k \neq 0 .
\end{array}\right.
$$

Proof. By unimodularity of the sequence, $E\left(A_{X}(0)\right)=1$. Since the density function of each $Y_{\ell}$ is even this means that the characteristic function is real valued [9]. Following the calculation in the proof of Theorem 2.1, the expected autocorrelation of $X$ for $k \neq 0$ is

$$
E\left(A_{X}(k)\right)=\left[\phi_{Y}\left(\frac{2 \pi}{\epsilon}\right)\right]^{2}
$$

and this goes to zero with $\epsilon$ by the hypothesis.
Example 2.3. Suppose the $Y_{\ell}$ follow a bilateral distribution that has density $e^{-|x|}$ with $x \in(-\infty, \infty)$ and characteristic function $\phi_{Y}(t)=\frac{1}{1+t^{2}}$. Then for $k \neq 0$,

$$
E\left(A_{X}(k)\right)=\left[\frac{1}{1+\left(\frac{2 \pi}{\epsilon}\right)^{2}}\right]^{2}
$$

and this can be made arbitrarily small with $\epsilon$.
Example 2.4. Suppose that the $Y_{\ell}$ s follow the Cauchy distribution with density function $\frac{1}{\pi\left(1+x^{2}\right)}$. Note that disregarding the constant $\pi$, this is the characteristic function of the random variable considered in Example 2.3. The characteristic function of the $Y_{\ell} \mathrm{S}$ is now $e^{-|t|}$, the same as the distribution function in Example 2.3. For $k \neq 0$,

$$
E\left(A_{X}(k)\right)=\left[\phi_{Y_{1}}\left(\frac{2 \pi}{\epsilon}\right)\right]^{2}=e^{-\frac{4 \pi}{\epsilon}}
$$

which can be made arbitrarily small with $\epsilon$.
For the Gaussian case, the variance of the autocorrelation is calculated in Section 4.

Higher dimensional case: Here one is interested in constructing sequences $v$ : $\mathbb{Z} \rightarrow \mathbb{C}^{d}, d \geq 2$. It is desired that $v$ has unit norm and the expectation of its autocorrelation can be made arbitrarily small. Define a sequence $X$ in $\mathbb{C}$ as
$X(n)=e^{\frac{2 \pi}{\epsilon} i Y_{n}}, Y_{n} \sim N\left(0, \sigma^{2}\right)$. The following is motivated by the higher dimensional treatment in the deterministic case [4]. A sequence $v: \mathbb{Z} \rightarrow \mathbb{C}^{d}$ is then defined as

$$
\forall m \in \mathbb{Z}, \quad v(m)=\frac{1}{\sqrt{d}}\left[\begin{array}{c}
X(m)  \tag{2.2}\\
X(m+1) \\
\vdots \\
X(m+d-1)
\end{array}\right]
$$

In this case, the autocorrelation is given by

$$
\begin{equation*}
A_{v}(k)=\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N}\langle v(n+k), v(n)\rangle \tag{2.3}
\end{equation*}
$$

where $\langle.,$.$\rangle is the usual inner product in \mathbb{C}^{d}$. The norm of any $v(m)$ is thus given by

$$
\|v(m)\|^{2}=\langle v(m), v(m)\rangle
$$

From (2.2),

$$
\|v(m)\|^{2}=\frac{1}{d} \sum_{n=0}^{d-1} X(m+n) \overline{X(m+n)}=\frac{d}{d}=1
$$

Thus the $v(m)$ s are unit-normed. The following Theorem 2.5 shows that the expected autocorrelation of $v$ can be made arbitrarily small everywhere except at the origin.

Theorem 2.5. Given $\epsilon>0$, the sequence $v: \mathbb{Z} \rightarrow \mathbb{C}^{d}$ defined in (2.2) has autocorrelation $A_{v}$ such that

$$
E\left(A_{v}(k)\right)= \begin{cases}1 & \text { if } k=0 \\ e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}} & \text { if } k \neq 0\end{cases}
$$

Proof. When $k=0$,

$$
A_{v}(0)=\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N}\|v(n)\|^{2}=1
$$

Thus,

$$
E\left(A_{v}(0)\right)=1
$$

Consider $k \neq 0$.

$$
\begin{aligned}
E\left(A_{v}(k)\right) & =\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} E(\langle v(n+k), v(n)\rangle) \\
& =\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} E\left(\frac{1}{d} \sum_{m=0}^{d-1} X(n+k+m) \overline{X(n+m)}\right) \\
& =\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} \frac{1}{d} \sum_{m=0}^{d-1} E(X(n+k+m) \overline{X(n+m)}) \\
& =\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} \frac{1}{d} \sum_{m=0}^{d-1} E\left(e^{\frac{2 \pi}{\epsilon} i\left(Y_{n+m+k}-Y_{n+m}\right)}\right) \\
& =\lim _{N \rightarrow \infty} \frac{1}{2 N+1} \sum_{n=-N}^{N} \frac{1}{d} \sum_{m=0}^{d-1}\left[\phi_{Y_{1}}\left(\frac{2 \pi}{\epsilon}\right)\right]^{2}=e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}
\end{aligned}
$$

where the last step uses the fact that the $Y_{\ell} \mathrm{s}$ are i.i.d. random variables and the characteristic function of the Gaussian.

Remark 2.6. As in the one dimensional case, one can see that here too the construction can be done with random variables other than the Gaussian. In fact, all random variables that can be used in the one dimensional case, i.e., ones satisfying the properties of Theorem 2.2, can also be used for the higher dimensional construction.

Remark 2.7 (Remark on the periodic case). It can be shown that the periodic case follows the same nature as the aperiodic case. The sequence $X: \mathbb{Z}_{n} \rightarrow \mathbb{C}$ is defined in the same way as in the start of Section 2, i.e.,

$$
\forall m \in\{0,1, \ldots, n-1\}, \quad X(m)=e^{\frac{2 \pi}{\epsilon} i Y_{m}}
$$

where $Y_{m} \sim N\left(0, \sigma^{2}\right)$. Following the definition given in (1.2), when $k=0$,

$$
A_{X}(0)=\frac{1}{n} \sum_{m=0}^{n-1} X(m) \overline{X(m)}=1
$$

When $k \neq 0$, the expectation of the autocorrelation is

$$
E\left(A_{X}(k)\right)=\frac{1}{n} \sum_{m=0}^{n-1} E(X(m+k) \overline{X(m)})
$$

which can be calculated as

$$
\begin{aligned}
E\left(A_{X}(k)\right) & =\frac{1}{n} \sum_{m=0}^{n-1} E\left(e^{\frac{2 \pi i}{\epsilon}\left(Y_{m+k}-Y_{m}\right)}\right)=\frac{1}{n} \sum_{m=0}^{n-1}\left[E\left(e^{\frac{2 \pi i}{\epsilon} Y_{1}}\right)\right]^{2} \\
& =\left[E\left(e^{\frac{2 \pi i}{\epsilon} Y_{1}}\right)\right]^{2}=\left[\phi_{Y_{1}}\left(\frac{2 \pi}{\epsilon}\right)\right]^{2}=e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}
\end{aligned}
$$

where one uses the fact that the $Y_{m} \mathrm{~s}$ are i.i.d.. This suggests that the autocorrelation can be made arbitrarily small, depending on $\epsilon$, for all non-zero values of $k$. Also, as in the aperiodic case, this result can be obtained for random variables other than the Gaussian.

## 3 Frames from low autocorrelation random sequences

Let $\left\{Y_{m n}\right\}_{m, n \in \mathbb{Z}}$ be i.i.d. random variables following a Gaussian distribution ${ }^{2}$ with mean zero and variance $\sigma^{2}$, i.e., $Y_{m n} \sim N\left(0, \sigma^{2}\right)$. For a given $\epsilon$,

$$
E\left(e^{\frac{2 \pi}{\epsilon} i Y_{m n}}\right)=e^{-\frac{\sigma^{2}}{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}
$$

and the variance

$$
V\left(e^{\frac{2 \pi}{\epsilon} i Y_{m n}}\right)=1-e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}
$$

For $m, n \in \mathbb{Z}$, define

$$
X_{m n}=e^{\frac{2 \pi}{\epsilon} i Y_{m n}}-e^{-\frac{\sigma^{2}}{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}
$$

Then $X_{m n}$ has mean zero and variance $\widehat{\sigma}^{2}=1-e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}$. Consider the mapping $v: \mathbb{Z} \rightarrow \mathbb{C}^{d}$ given by

$$
v(\ell):=v_{\ell}=\frac{1}{\sqrt{d}}\left(\begin{array}{c}
X_{\ell 1}  \tag{3.1}\\
X_{\ell 2} \\
\vdots \\
X_{\ell d}
\end{array}\right)
$$

[^1]Consider the set of $M$ vectors $V=\left\{v_{1}, v_{2}, \ldots, v_{M}\right\}$ in $\mathbb{C}^{d}$. Assuming $M \geq d$, the analysis operator of the set $V$ is

$$
F=\frac{1}{\sqrt{d}}\left[\begin{array}{cccc}
\bar{X}_{11} & \bar{X}_{12} & \cdots & \bar{X}_{1 d}  \tag{3.2}\\
\bar{X}_{21} & \bar{X}_{22} & \cdots & \bar{X}_{2 d} \\
\vdots & \vdots & \cdots & \vdots \\
\bar{X}_{M 1} & \bar{X}_{M 2} & \cdots & \bar{X}_{M d}
\end{array}\right]=\left[\begin{array}{ccc}
- & \bar{v}_{1} & - \\
- & \bar{v}_{2} & - \\
& \vdots & \\
- & \bar{v}_{M} & -
\end{array}\right]
$$

so that $S=F^{*} F$ is the frame operator. The matrix $F$ has i.i.d. entries with mean zero and variance $\hat{\sigma}^{2}=\frac{1}{d}\left(1-e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}\right)$. Thus, for each $k$,

$$
\begin{aligned}
\Sigma & =E\left(v_{k} \otimes v_{k}\right)=\frac{1}{d} E\left[\begin{array}{cccc}
\left|X_{k 1}\right|^{2} & X_{k 1} \bar{X}_{k 2} & \cdots & X_{k 1} \bar{X}_{k d} \\
X_{k 2} \bar{X}_{k 1} & \left|X_{k 2}\right|^{2} & \cdots & X_{k 2} \bar{X}_{k d} \\
\vdots & \vdots & \cdots & \vdots \\
X_{k d} \bar{X}_{k 1} & X_{k d} \bar{X}_{k 2} & \cdots & \left|X_{k d}\right|^{2}
\end{array}\right] \\
& =\frac{1}{d}\left[\begin{array}{cccc}
V\left(X_{k 1}\right) & 0 & \cdots & 0 \\
0 & V\left(X_{k 2}\right) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & V\left(X_{k d}\right)
\end{array}\right]=\frac{1}{d}\left(1-e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}\right) \mathcal{I} .
\end{aligned}
$$

### 3.1 Frame tightness

In this subsection, it will be shown that by taking $\epsilon$ to be small, the singular values of the analysis operator $F$ or the eigenvalues of the frame operator $S$ can be made close to each other with a high probability. For each $k$, the $k$ th row of $F$ satisfies $\left\|v_{k}\right\| \leq m$ where $m=1+e^{-\frac{\sigma^{2}}{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}$. The matrix $F$ for the frame $V$ satisfies the conditions of Theorem 1.2. To make things look less cumbersome, let $\rho=$ $1-e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}$. Then the second moment matrix for each row of $F$ is $\Sigma=\frac{\rho}{d} \mathcal{I}$. By Theorem $1.2,{ }^{3}$ for every $t \geq 0$, with probability at least $1-d e^{-c t t^{2}}$

$$
\begin{equation*}
\left\|\frac{1}{M} F^{*} F-\frac{\rho}{d} \mathcal{I}\right\| \leq \max \left(\|\Sigma\|^{1 / 2} \delta, \delta^{2}\right) \tag{3.3}
\end{equation*}
$$

[^2]where $\delta=t \sqrt{\frac{m}{M}}$ and $c$ is an absolute constant. Note that $\|\Sigma\|=\frac{\rho}{d}$. For any $t \geq 0$, let
$$
\hat{\epsilon}=\max \left(t \sqrt{\frac{\rho m}{d M}}, \frac{t^{2} m}{M}\right)
$$

The event in (3.3) can be reduced as follows

$$
\begin{array}{cl} 
& \left\|\frac{1}{M} S-\frac{\rho}{d} \mathcal{I}\right\| \leq \hat{\epsilon} \\
\Longrightarrow \quad & \left\|\frac{d}{\rho} \frac{1}{M} S-\mathcal{I}\right\| \leq \frac{d}{\rho} \hat{\epsilon} \\
\Longrightarrow \quad & \left\|\frac{d}{\rho} \frac{1}{M} S-\mathcal{I}\right\| \leq \max \left(\hat{\delta}, \hat{\delta}^{2}\right) ; \quad \hat{\delta}=\frac{t \sqrt{d m}}{\sqrt{M \rho}} \\
\Longrightarrow \quad & 1-\hat{\delta} \leq s_{\min }\left(\sqrt{\frac{d}{\rho M} F}\right) \leq s_{\max }\left(\sqrt{\frac{d}{\rho M}} F\right) \leq 1+\hat{\delta}  \tag{byLemma1.1}\\
\Longrightarrow \quad & (1-\hat{\delta})^{2} \leq \lambda_{\min }\left(\frac{d}{\rho M} S\right) \leq \lambda_{\max }\left(\frac{d}{\rho M} S\right) \leq(1+\hat{\delta})^{2} \\
\Longrightarrow \quad & \frac{\rho M}{d}(1-\hat{\delta})^{2} \leq \lambda_{\min }(S) \leq \lambda_{\max }(S) \leq \frac{\rho M}{d}(1+\hat{\delta})^{2} .
\end{array}
$$

Since $\rho=1-e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}$, for sufficiently small $\epsilon, \rho \approx 1, m \approx 1$, and $\hat{\delta} \approx \frac{t \sqrt{d}}{\sqrt{M}}$. This leads to the following.

Theorem 3.1. For $\epsilon$ sufficiently small, for every $t \geq 0$,
$P\left(\frac{M}{d}\left(1-t \sqrt{\frac{d}{M}}\right)^{2} \leq \lambda_{\min }(S) \leq \lambda_{\max }(S) \leq \frac{M}{d}\left(1+t \sqrt{\frac{d}{M}}\right)^{2}\right) \geq 1-d e^{-c t^{2}}$
where the norm of the frame vectors is bounded above by $m$ and $c>0$ is an absolute constant.

Theorem 3.1 gives a sense of how the lower and upper frame bounds of $V$ are distributed. For a frame with high redundancy $(M \gg d)$, for a suitable $t$, the eigenvalues of the frame operator $S$ are all close to each other and close to $\frac{M}{d}$ with a high probability. Roughly speaking, due to (3.3), when $\rho \approx 1$, the norm of the difference between $S$ and $\frac{M}{d} \mathcal{I}$ can be made small with a high probability.

### 3.2 Equiangularity of random frames

Keeping other notation same as before, let $X_{k \ell}=e^{\frac{2 \pi i}{\epsilon} Y_{k \ell}}$, so that unlike Section 3.1, $X_{k \ell}$ is not centered. Define a vector $f_{j} \in \mathbb{C}^{d}$ as

$$
f_{j}=\frac{1}{\sqrt{d}}\left[\begin{array}{c}
X_{j 1} \\
X_{j 2} \\
\vdots \\
X_{j d}
\end{array}\right]
$$

Consider the set $\left\{f_{1}, \ldots, f_{M}\right\}$. This is a set of unit-normed random vectors in $\mathbb{C}^{d}$. The expectation of the inner products among such random vectors is established here. The inner product of unit-normed vectors is a measure of the anglular distance them. Note that $\left|X_{k \ell}\right|=1$ for all $k$ and $\ell$. For integers $k \neq \ell$ and $i \neq j$,

$$
\begin{equation*}
E\left(X_{k i} X_{\ell j} \overline{X_{k j}} \overline{X_{\ell i}}\right)=\left[\phi\left(\frac{2 \pi}{\epsilon}\right)\right]^{4}=e^{-2 \sigma^{2}(2 \pi / \epsilon)^{2}} \tag{3.4}
\end{equation*}
$$

Using (3.4),

$$
\begin{align*}
& E\left(\left|\left\langle f_{k}, f_{\ell}\right\rangle\right|^{2}\right)=E\left(\left\langle f_{k}, f_{\ell}\right\rangle \overline{\left\langle f_{k}, f_{\ell}\right\rangle}\right) \\
& =\frac{1}{d^{2}} E\left(\sum_{i=1}^{d}\left|X_{k i}\right|^{2}\left|X_{\ell i}\right|^{2}+\sum_{i \neq j} X_{k i} \overline{X_{k j}} \overline{X_{\ell i}} X_{\ell j}\right) \\
& =\frac{1}{d^{2}}\left(d+d(d-1) e^{-2 \sigma^{2}(2 \pi / \epsilon)^{2}}\right)=\frac{1}{d}+\frac{d-1}{d} e^{-2 \sigma^{2}(2 \pi / \epsilon)^{2}} . \tag{3.5}
\end{align*}
$$

When $\epsilon$ is small, $E\left(\left|\left\langle f_{k}, f_{\ell}\right\rangle\right|^{2}\right) \approx \frac{1}{d}$ for $k \neq \ell$. The variance of the cross correlation can be calculated as follows.

$$
V\left(\left|\left\langle f_{k}, f_{\ell}\right\rangle\right|^{2}\right)=E\left(\left|\left\langle f_{k}, f_{\ell}\right\rangle\right|^{4}\right)-\left(E\left(\left|\left\langle f_{k}, f_{\ell}\right\rangle\right|^{2}\right)\right)^{2} .
$$

From (3.5),

$$
\left(E\left(\left|\left\langle f_{k}, f_{\ell}\right\rangle\right|^{2}\right)\right)^{2}=\frac{1}{d^{2}}+\frac{2(d-1)}{d^{2}} e^{-2 \sigma^{2}(2 \pi / \epsilon)^{2}}+\frac{(d-1)^{2}}{d^{2}} e^{-4 \sigma^{2}(2 \pi / \epsilon)^{2}} .
$$

$$
\begin{align*}
& E\left(\left|\left\langle f_{k}, f_{\ell}\right\rangle\right|^{4}\right)=\frac{1}{d^{4}} E\left(\sum_{i=1}^{d}\left|X_{k i}\right|^{2}\left|X_{\ell i}\right|^{2}+\sum_{i \neq j} X_{k i} \overline{X_{k j}} \overline{X_{\ell i}} X_{\ell j}\right)^{2} \\
& =\frac{1}{d^{4}} E\left(d+\sum_{i \neq j} X_{k i} \overline{X_{k j}} \overline{X_{\ell i}} X_{\ell j}\right)^{2} \\
& =\frac{1}{d^{2}}+\frac{2}{d^{3}} E\left(\sum_{i \neq j} X_{k i} \overline{X_{k j}} \overline{X_{\ell i}} X_{\ell j}\right)+\frac{1}{d^{4}} E\left(\sum_{i \neq j} X_{k i} \overline{X_{k j}} \overline{X_{\ell i}} X_{\ell j}\right)^{2} \tag{3.6}
\end{align*}
$$

Further,

$$
\begin{gather*}
E\left(\sum_{i \neq j} X_{k i} \overline{X_{k j}} \overline{X_{\ell i}} X_{\ell j}\right)=d(d-1)\left(\phi\left(\frac{2 \pi}{\epsilon}\right)\right)^{4}=d(d-1) e^{-2 \sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}},  \tag{3.7}\\
\left(\sum_{i \neq j} X_{k i} \overline{X_{k j}} \overline{X_{\ell i}} X_{\ell j}\right)^{2}=\sum_{i \neq j} X_{k i}^{2}{\overline{X_{k j}}}^{2}{\overline{X_{\ell i}}}^{2} X_{\ell j}^{2} \\
\\
+2 \sum_{i \neq j} \sum_{p \neq i} \sum_{q \neq j} X_{k i} \overline{X_{k j}} \overline{X_{\ell i}} X_{\ell j} X_{k p} \overline{X_{k q}} \overline{X_{\ell p}} X_{\ell q},  \tag{3.8}\\
E\left(\sum_{i \neq j} X_{k i}^{2}{\overline{X_{k j}}}^{2}{\overline{X_{\ell i}}}^{2} X_{\ell j}^{2}\right)=d(d-1)\left(\phi\left(\frac{4 \pi}{\epsilon}\right)\right)^{4}=d(d-1) e^{-2 \sigma^{2}\left(\frac{4 \pi}{\epsilon}\right)^{2}},
\end{gather*}
$$

and

$$
\begin{equation*}
E\left(\sum_{i \neq j} \sum_{p \neq i} \sum_{q \neq j} X_{k i} \overline{X_{k j}} \overline{X_{\ell i}} X_{\ell j} X_{k p} \overline{X_{k q}} \overline{X_{\ell p}} X_{\ell q}\right)=d_{0} \phi\left(\frac{2 \pi}{\epsilon}\right)^{8}=d_{0} e^{-4 \sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}} \tag{3.9}
\end{equation*}
$$

where $d_{0}=d^{4}-d^{3}-d^{2}-d$. Using (3.7), (3.8), and (3.9) in (3.6) gives

$$
E\left(\left|\left\langle f_{k}, f_{\ell}\right\rangle\right|^{4}\right)=\frac{1}{d^{2}}+\frac{2(d-1)}{d^{2}} e^{-2 \sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}+\frac{d-1}{d^{3}} e^{-2 \sigma^{2}\left(\frac{4 \pi}{\epsilon}\right)^{2}}+\frac{2 d_{0}}{d^{4}} e^{-4 \sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}
$$

and consequently the variance is given by

$$
V\left(\left|\left\langle f_{k}, f_{\ell}\right\rangle\right|^{2}\right)=\frac{d-1}{d^{3}} e^{-2 \sigma^{2}\left(\frac{4 \pi}{\epsilon}\right)^{2}}+\frac{d^{3}-3 d-2}{d^{3}} e^{-4 \sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}
$$

## 4 Discussion

Variance of the autocorrelation: The variance of the autocorrelation is given by

$$
V\left(A_{X}(k)\right)=E\left(\left|A_{X}(k)\right|^{2}\right)-\left|E\left(A_{X}(k)\right)\right|^{2}
$$

Restricting all calculations to the Gaussian random variable case,

$$
\begin{aligned}
& \left|E\left(A_{X}(k)\right)\right|^{2}=e^{-2 \sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}} . \\
& \left|A_{X}(k)\right|^{2}=A_{X}(k) \overline{A_{X}(k)} \\
& =\lim _{N, M \rightarrow \infty} \frac{1}{(2 N+1)(2 M+1)} \sum_{n=-N}^{N} \sum_{m=-M}^{M} X(n+k) \overline{X(n)} \overline{X(m+k)} X(m) \\
& =\lim _{N, M \rightarrow \infty} \frac{1}{(2 N+1)(2 M+1)} \sum_{n=-N}^{N} \sum_{m=-M}^{M} e^{\frac{2 \pi}{\epsilon} i\left(Y_{n+k}-Y_{n}-Y_{m+k}+Y_{m}\right)} \\
& =\lim _{N, M \rightarrow \infty} \frac{1}{(2 N+1)(2 M+1)} \sum_{n=m}^{1} \\
& \quad+\lim _{N, M \rightarrow \infty} \frac{1}{(2 N+1)(2 M+1)} \sum_{n \neq m} e^{\frac{2 \pi}{\epsilon} i\left(Y_{n+k}-Y_{n}-Y_{m+k}+Y_{m}\right)} \\
& =\lim _{N, M \rightarrow \infty} \frac{1}{(2 N+1)(2 M+1)} \sum_{n \neq m} e^{\frac{2 \pi}{\epsilon} i\left(Y_{n+k}-Y_{n}-Y_{m+k}+Y_{m}\right)} .
\end{aligned}
$$

On taking the expectation, the terms in the summation on the right are either $e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}, e^{-2 \sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}$, or $e^{-3 \sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}$. Therefore,

$$
E\left(\left|A_{x}(k)\right|^{2}\right) \leq \lim _{N, M \rightarrow \infty} \frac{1}{(2 N+1)(2 M+1)} \sum_{n \neq m} e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}} \leq e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}
$$

and

$$
0 \leq V\left(A_{x}(k)\right) \leq e^{-\sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}-e^{-2 \sigma^{2}\left(\frac{2 \pi}{\epsilon}\right)^{2}}
$$

When the receiver knows part of a random frame: As described in Section 3 , consider a random frame $\left\{f_{1}, f_{2}, \ldots, f_{M}\right\} \subset \mathbb{C}^{d}$ without centering so that $\left\|f_{i}\right\|_{2}=1$ for all $i$. A signal $x \in \mathbb{C}^{d}$ is transmitted by sending the coefficients $\left\{\left\langle x, f_{i}\right\rangle\right\}_{i=1}^{M}$. Denoting the frame operator by $S, x$ can be reconstructed as

$$
x=\sum_{i=1}^{M}\left\langle x, f_{i}\right\rangle S^{-1} f_{i} .
$$

Suppose the receiver has access to part of the frame and does not know the entire frame that was used to compute the coefficients $\left\{\left\langle x, f_{i}\right\rangle\right\}_{i=1}^{M}$. For instance, the receiver may not know the $k$ th vector $f_{k}$. If the receiver knows how the random vectors were generated then $f_{k}$ can be replaced by $\hat{f}_{k}$ where the realization of the random variable used will most likely be different from the one used by the transmitter. Let $\hat{S}$ denote the frame operator of $\left\{f_{1}, \ldots, f_{k-1}, \hat{f}_{k}, f_{k+1}, \ldots, f_{M}\right\}$. The receiver then reconstructs $x$ as

$$
\hat{x}=\sum_{i \neq k}\left\langle x, f_{i}\right\rangle \hat{S}^{-1} f_{i}+\left\langle x, f_{k}\right\rangle \hat{S}^{-1} \hat{f}_{k}
$$

and

$$
x-\hat{x}=\sum_{i \neq k}\left\langle x, f_{i}\right\rangle\left(\hat{S}^{-1}-S^{-1}\right) f_{i}+\left\langle x, f_{k}\right\rangle\left(\hat{S}^{-1} \hat{f}_{k}-S^{-1} f_{k}\right) .
$$

Using the triangle inequality and the fact that $\left\|f_{i}\right\|_{2}=1$ for all $i$,

$$
\begin{aligned}
\|x-\hat{x}\|_{2} & \leq\left\|\sum_{i \neq k}\left\langle x, f_{i}\right\rangle\left(\hat{S}^{-1}-S^{-1}\right) f_{i}\right\|_{2}+\left\|\left\langle x, f_{k}\right\rangle\left(\hat{S}^{-1} \hat{f}_{k}-S^{-1} f_{k}\right)\right\|_{2} \\
& \leq \sum_{i \neq k}\left|\left\langle x, f_{i}\right\rangle\left\|\hat{S}^{-1}-S^{-1}\right\|\left\|f_{i}\right\|_{2}+\left|\left\langle x, f_{k}\right\rangle\right|\left(\left\|\hat{S}^{-1}\right\|\left\|\hat{f}_{k}\right\|_{2}+\left\|S^{-1}\right\|\left\|f_{k}\right\|_{2}\right)\right. \\
& =\sum_{i \neq k}\left|\left\langle x, f_{i}\right\rangle\left\|\hat{S}^{-1}-S^{-1}\right\|+\left|\left\langle x, f_{k}\right\rangle\right|\left(\left\|\hat{S}^{-1}\right\|+\left\|S^{-1}\right\|\right)\right. \\
& \leq\left(\left\|\hat{S}^{-1}\right\|+\left\|S^{-1}\right\|\right) \sum_{i=1}^{M}\left|\left\langle x, f_{i}\right\rangle\right| \leq\left(\left\|\hat{S}^{-1}\right\|+\left\|S^{-1}\right\|\right) M\|x\|_{2} .
\end{aligned}
$$

The relative error is therefore bounded by

$$
\frac{\|x-\hat{x}\|_{2}}{\|x\|_{2}} \leq M\left(\left\|\hat{S}^{-1}\right\|+\left\|S^{-1}\right\|\right) .
$$

Note that both $S^{-1}$ and $\hat{S}^{-1}$ have the same distribution of the frame bounds coming from the inverse of the frame bounds of the corresponding frame operator. One might be able to justify, following the result in Theorem 3.1, that with a high probability the frame bounds are close to $\frac{d}{M}$. Then with a high probability, the relative error is bounded above by twice the dimension. Further study on the role of random frames in signal recovery when the receiver has part of the frame or when there are lost coefficients form part of future work. In the case of traditional frames, if the receiver does not know some part of the frame then, depending on how much is not known, the receiver may not be able to recover the signal at all.

Acknowledgments. The author wishes to acknowledge support from AFOSR Grant No. FA9550-10-1-0441.

## Bibliography

[1] L. Auslander and P. E. Barbano, Communication codes and Bernoulli transformations, Appl. Comput. Harmon. Anal. 5 (1998), 109-128.
[2] D.C. Bell and R.M. Narayanan, Theoretical aspects of radar imaging using stochastic waveforms, IEEE Transactions on Signal Processing 49 (2001), 394-400.
[3] J. J. Benedetto and S. Datta, Construction of Infinite Unimodular Sequences with Zero Autocorrelation, Advances in Computational Mathematics 32 (2010), 191 207.
[4] J. J. Benedetto and J. J. Donatelli, Ambiguity function and frame theoretic properties of periodic zero autocorrelation waveforms, IEEE J. Special Topics Signal Processing 1 (2007), 6-20.
[5] H. Boche and S. Stanczak, Estimation of deviations between the aperiodic and periodic correlation functions of polyphase sequences in vicinity of the zero shift, in: IEEE Sixth International Symposium on Spread Spectrum Techniques and Applications, 1, pp. 283-287, September 2000.
[6] O. Christensen, An Introduction to Frames and Riesz Bases, Birkhäuser, Boston, 2003.
[7] I. Daubechies, Ten Lectures on Wavelets, SIAM, Philadelphia, 1992.
[8] T. Helleseth and P. V. Kumar, Sequences with low correlation, Handbook of coding theory, Vol. I, II, North-Holland, Amsterdam, 1998, pp. 1765-1853.
[9] Alan F. Karr, Probability, Springer Texts in Statistics, Springer-Verlag, New York, 1993.
[10] N. Levanon and E. Mozeson, Radar Signals, Wiley Interscience, IEEE Press, 2004.
[11] M. L. Long, Radar Reflectivity of Land and Sea, Artech House, 2001.
[12] W. H. Mow, A new unified construction of perfect root-of-unity sequences, in: Proc. IEEE 4th International Symposium on Spread Spectrum Techniques and Applications (Germany), pp. 955-959, September 1996.
[13] Ram M. Narayanan, Yi Xu, Paul D. Hoffmeyer and John O. Curtis, Design, performance, and applications of a coherent ultra-wideband random noise radar, Optical Engineering 37 (1998), 1855-1869.
[14] R.M. Narayanan, Through wall radar imaging using UWB noise waveforms, in: IEEE International Conference on Acoustics, Speech and Signal Processing, ICASSP, pp. 5185-5188, 2008.
[15] F. E. Nathanson, Radar Design Principles - Signal Processing and the Environment, SciTech Publishing Inc., Mendham, NJ, 1999.
[16] G. W. Stimson, Introduction to Airborne Radar, SciTech Publishing Inc., Mendham, NJ, 1998.
[17] S. Ulukus and R. D. Yates, Iterative construction of optimum signature sequence sets in synchronous CDMA systems, IEEE Trans. Inform. Theory 47 (2001), 1989-1998.
[18] S. Verdú, Multiuser Detection, Cambridge University Press, Cambridge, UK, 1998.
[19] R. Vershynin, Introduction to the non-asymptotic analysis of random matrices, Compressed sensing, Cambridge Univ. Press, Cambridge, 2012, pp. 210-268.

Received ???.

## Author information

Somantika Datta, Department of Mathematics, University of Idaho, Moscow ID 83844-1103, USA.
E-mail: sdatta@uidaho.edu


[^0]:    ${ }^{1}$ Often in the literature, the term waveform is used instead of sequence

[^1]:    ${ }^{2}$ All work shown in this section can be carried out with random variables following other distributions such as those given in Examples 2.3 and 2.4.

[^2]:    ${ }^{3}$ It should be noted that even though Theorem 1.2 is for matrices with real entries, it is applicable in the present since the entries of $F$ can be parametrized by elements on $\mathbb{T}$. Further, the results on non-asymptotic analysis of random matrices as discussed in [19] are all valid for complex entries with different constants.

