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CHAPTER 11. Statistical Analysis

To test statistically which of these three years is different, we can compare each of the pairs
of means using two-sided t tests. However, we must modify the P value used for the ANOVA for
each t test performed, by dividing the P value used for the overall ANOVA by the number of t tests
to be performed. In this case, our overall P value is 0.05. If we want to compare all three mean
values (mean 1 with mean 2, mean 2 with mean 3, and mean 1 with mean 3), we divide the over-
all P value by 3. Our new threshold P value for each of these tests is thus 0.05/3 = 0.0167.

When we do these pairwise t tests we come up with the following statistics:

Years Compared DF t-value P

1989 vs. 1991 58 1.8771 0.0655
1989 vs. 1993 58 2.6234 0.0111
1991 vs. 1993 58 0.7340 0.4659

Only the P value of 0.0111 for the years 1989 vs. 1993 is less than our threshold of 0.0167.
We therefore conclude that there has been a significant change between those two years (but
not between any of the other pairs of years). This procedure is called the Bonferroni t test
and works reasonably well when the number of comparisons are few (Glantz 1992). As the
number of comparisons increases above 8 to 10, however, the value of t required to conclude
a difference exists becomes much larger than it needs to be, and the method becomes overly
conservative (Glantz 1992). Other multiple comparison tests are less conservative and
preferable in these cases. Three such tests are the Student-Neuman-Keuls test, the Scheffe
test, and the Tukey test, some or all of which are performed by many microcomputer statisti-
cal packages. There is debate over which of these is the preferable test; see Zar (1996:218)
for a discussion of this. Another such test, the Duncan multiple-range test, is not conservative
enough and should be avoided (Day and Quinn 1989).

3. Testing the difference between two proportions (independent samples): the
chi-square test
The chi-square test is used to analyze frequency data when individual quadrats are the sam-
pling units and point cover data when individual points are the sampling units. (Even though
cover is expressed as a percentage, cover data are appropriately analyzed by calculating mean
values, except when individual points are the sampling units.) If the frequency data are col-
lected on more than one species, each species is usually analyzed separately. Another alterna-
tive is to lump species into functional groups, such as annual graminoids, and analyze each of
the groups.

a. 2 x 2 contingency table to compare two years

To estimate the frequency of a plant species in two separate years, we've taken two indepen-
dent random samples of 400 quadrats each. In each of these quadrats the species is either
present or absent. For analysis we put these data into a 2 x 2 contingency table, as follows:

1990 1994 Totals

Present 123 (0.31) 157 (0.39) 280 (0.35)

Absent 277 (0.69) 243 (0.61) 520 (0.65)

Totals 400 (1.00) 400 (1.00) 800 (1.00)

The numbers in parentheses are frequencies of occurrence in 1990 and 1994, and, in the
last column, for both years combined. The chi-square test is conducted on actual numbers
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of quadrats, not percentages. The chi-square test is not appropriately applied to
percentage data.

Just as for the t test and ANOVA, we must formulate a null hypothesis. Our null hypothesis
states that the true proportion of the target plant species (the proportion we would get if
we placed all of the quadrats of our particular size that could be placed in the sampled area)
is the same in both years. This is equivalent to saying there has been no change in the
proportion of the key species from 1990 to 1994.

Before we can calculate the chi-square statistic we must determine the values that would be
expected in the event there was no difference between years. The total frequencies in the
right hand column are used for this purpose. Thus, in both 1990 and 1994, 0.35 x 400
quadrats, or 140 quadrats, would be expected to contain the species, and in both 1990 and
1994, 0.65 x 400 quadrats, or 260 quadrats, would be expected to not contain the species.
The following table shows these expected values:

1990 1994 Totals

Present 140 140 280

Absent 260 260 520

Totals 400 400 800

Now we can compute the chi square statistic as follows:

Where: χ2 is the chi square statistic.
Σ = summation symbol.

O = Number observed.
E = Number expected.

Applying this formula to our example we get:

We then compare the chi-square value of 6.34 to a table of critical values of the chi-square
statistic (see table in Appendix 5) to see if our chi-square value is sufficiently large to be
significant.4 The P value we have selected for our threshold before sampling began is 0.10.
Now we need to determine the number of degrees of freedom. For a contingency table, the
number of degrees of freedom, v, is given by:

v = (r - 1)(c - 1)

Where: r = number of rows in the contingency table.
c = number of columns in the contingency table.

χ2 = Σ (O - E)2

E

χ2 = +(123-140)2

140
(277-260)2

260
(157-140)2

140
(243-260)2

260
+ +

= 2.06 + 1.11 + 2.06 + 1.11 = 6.34

____________________________________________________________________________________
4 If we’ve sampled more than 5% of the population we should apply the finite population correction factor to the
chi-square test. This increases the chi-square statistic and gives us greater power to detect change. See Section F of
this chapter for instructions on how to do this.
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For a 2 x 2 table v = (2-1)(2-1) = 1. Therefore, we enter the table at degrees of freedom = 1,
and the P threshold of 0.10. The critical chi-square value from the table is 2.706. Since our
value of 6.34 is larger than the critical value, we reject the null hypothesis of no difference in
frequency of the plant species and conclude there has been an increase in its frequency. We
would also report our calculated P value, which we could interpolate from the chi-square
table, but could obtain more easily through a statistics program. For this example, the P value
is 0.012.

Statistics texts differ on whether to use the chi-square statistic as calculated above in the
special case of a 2 x 2 contingency table. Some authors (e.g., Zar 1996) state this value over-
estimates the chi-square statistic and recommend that the Yates correction for continuity be
applied to the formula as follows:

Other authors (e.g., Steel and Torrie 1980; Sokal and Rohlf 1981) point out that the Yates
correction is overly conservative and recommend against its use. Salzer (unpub. data) has
shown through repeated sampling of simulated frequency data sets that the Yates correction
is not needed. Munro and Page (1993) point out that the Yates correction is required only
when the expected frequency of one of the cells in the table is less than 5. With the proper
selection of quadrat size (see Chapters 7 and 8) this should rarely occur in plant frequency
monitoring studies. Accordingly, we recommend calculating χ2 without the Yates correction.

Statistical packages for personal computers calculate the chi-square statistic and give exact
P values. For 2 x 2 tables, however, you should be aware of whether the program applies the
Yates correction factor. Some programs, such as SYSTAT, give both the uncorrected and
corrected chi-square values. Other programs such as STATMOST give only the corrected
chi-square value. Because you want the uncorrected chi-square value, this presents a problem
for 2 x 2 tables; no program applies the correction to larger tables.

b. Larger contingency tables for more than two years

When you have more than two years of data to compare, you can increase the size of the
contingency table accordingly. For three years of data, you would use a 2 x 3 table; for four
years, a 2 x 4 table; and so on. The chi-square statistic is computed according to the direc-
tions given above for a 2 x 2 table. Also, when using a table of critical values you need to
calculate the degrees of freedom according to the directions given above. Because there will
never be more than two rows (present and absent), the number of degrees of freedom will
always be 1 fewer than the number of years. Thus, for a 2 x 3 table there, are 2 degrees of
freedom; for a 2 x 4 table, there are 3 degrees of freedom; and so on.

It is important to realize that, just as for an ANOVA, a significant result in a chi-square table
larger than 2 x 2 is an indication only that the frequency in at least one year is significantly
different than expected. Which year(s) are different cannot be determined without further
testing. This can be done by subdividing the larger contingency table into smaller 2 x 2
tables. Because this involves making multiple comparisons on the same set of data, however,
the Bonferroni adjustment to the P value must be made before running these tests (direc-
tions on the use of the Bonferroni adjustment are given under Section D.2, above).

χ2 = Σ
(|O - E| - —)2

E

1
2
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c. Contingency tables for analysis of point cover data

If you've collected cover data using a point intercept method and if the sampling units are
the individual points (as opposed to transects or point frames), the data can be arrayed into a
contingency table and analyzed using the chi-square statistic. The procedure is the same as
for the frequency data described above (except you may wish to change "present" and
"absent" to "hits" and "misses"). Just as for frequency data, analysis is done on a species-by-
species basis or on functional groups of species. Total plant cover or any other type of cover
(e.g., litter or bare ground) can also be analyzed this way.

E. Permanent Quadrats, Transects, and Points: the Use of
Paired-Sample Significance Tests

1. Independent vs. paired samples
Thus far we've discussed significance tests for independent samples. Independent samples are
ones in which different sets of sampling units are selected randomly (or systematically with
random starts) in each year of measurement. Now we'll consider the case in which sampling
units are randomly selected only in the first year of measurement. The sampling units are
then permanently marked, and the same (or at least approximately the same) sampling units
are measured in the subsequent monitoring year.

Because the two samples are no longer independent (the second
sample is dependent upon the first),
the use of the independent-sample
significance tests discussed previously
is not appropriate. Instead, a paired-
sample significance test is used.

2. Paired t test: use it when 
you can

The appropriate significance test for
two paired samples is the paired t test
(unless the samples are proportions,
in which case McNemar’s test, dis-
cussed below, is the test to use).
There is often a great advantage to
testing change using a paired t test
rather than an independent-sample t
test. This is because the paired t test
is often much more powerful in
detecting change. To see why this is so, let's examine Figures 11.10
and 11.11 (adapted from Glantz 1992).

The data depicted in Figure 11.10 are cover estimates (in percent)
for 10 transects in 1990 and 1994. The estimates were derived by
placing 50 points at systematic intervals along a line (transect),
recording whether the target plant species was present or absent,
and reporting a total cover for the species on the transect. For

FIGURE 11.10. Cover estimates (in
percent) for 1990
and 1994. Data
from 10 permanent
transects of 50
points each.
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FIGURE 11.11. Cover estimates (in
percent) for 1990
and 1994. Same
data as in Figure 11.10
but by focusing on
changes in each
permanent transect,
you can detect a
change that was
masked by the
variability between 
transects obvious
in Figure 11.10.
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