Optimizing performance of the deconvolution model reduction for large ODE systems
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We investigate the numerical performance of the regularized deconvolution closure introduced recently by the authors. The purpose of the closure is to furnish constitutive equations for Irving-Kirkwood-Noll procedure, a well known method for deriving continuum balance equations from the Newton’s equations of particle dynamics. A version of this procedure used in the paper relies on spatial averaging developed by Hardy, and independently by Murdoch and Bedeaux. The constitutive equations for the stress are given as a sum of nonlinear operator terms acting on the mesoscale average density and velocity. Each term is a “convolution sandwich” containing the deconvolution operator, a composition or a product operator, and the convolution (averaging) operator. Deconvolution is constructed using filtered regularization methods from the theory of ill-posed problems. The purpose of regularization is to ensure numerical stability. The particular technique used for numerical experiments is truncated singular value decomposition (SVD). The accuracy of the constitutive equations depends on several parameters: the choice of the averaging window function, the value of the mesoscale resolution parameter, scale separation, the level of truncation of singular values, and the level of spectral filtering of the averages. We conduct numerical experiments to determine the effect of each parameter on the accuracy and efficiency of the method. Partial error estimates are also obtained.
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1. Introduction

Many biological and advanced man-made materials are highly heterogeneous, with internal structure spanning a broad range of spatial scales. Micron-to-nanometer scales seem to be of particular importance for understanding the response of such materials. Traditional continuum models miss important effects at sub-micron scales: micro-instabilities, dispersive energy transport, radiative damping, and presence of phonon gaps (see e.g. Charlotte & Truskinovsky (2012)). To capture these features, one could use molecular dynamics (MD), but analysis of such models is difficult, and their computational efficiency is poor. Thus, there is a need for new mesoscopic continuum-style models capable of describing smaller-scale effects. A related problem in computational science is the design of fast multiscale algorithms for simulating coarse scale particle dynamics. Another relevant question, perhaps the most fundamental of the three, is to find a general method for generating continuum constitutive equations...
Continuum balance equations can be derived by averaging particle dynamics. This approach was originated by Irving & Kirkwood (1950), who used ensemble averages to derive hydrodynamics equations directly from Hamiltonian dynamics. Soon after, Noll (1955) improved the mathematical foundation of the method by introducing finite size “window functions” instead of delta functions. Several decades later, Hardy (1982) and Murdoch & Bedeaux (1994), Murdoch & Bedeaux (1996), Murdoch & Bedeaux (1997), Murdoch (2007) independently developed a theory based entirely on space-time averaging. Recently, Hardy-Murdoch approach has attracted much attention in the applied mathematics, materials science, and physics communities. It has found use both for solids by Tadmor & Miller (2011) and fluids far from equilibrium by Evans & Morriss (2008). These books also contain a large number of references. A few representative examples are E et al. (2009) (complex fluids), Lehoucq & Sears (2011) (peridynamics), and Zimmerman et al. (2010) (solids). In the latter work, the authors develop a material (Lagrangian) frame approach as opposed to spatial (Eulerian) formulation of the standard Hardy-Murdoch equations. The recent papers by Admal & Tadmor (2010, 2011) extend the averaging approach to multibody potentials.

Despite its many attractive features, Hardy-Murdoch averaging does not produce an effective continuum theory. The fluxes in their balance equations are functions of particle positions and velocities. This means that trajectories of all particles must be known before fluxes can be calculated. To recover the efficiency of continuum description, one needs to formulate constitutive equations for Hardy-Murdoch fluxes, that is, approximate them by operators acting on the averages.

Meso-scale continuum theories differ from classical continuum. The two features they exhibit most often are non-locality and scale dependence. For example, spatially non-local solid mechanics theories were proposed by Eringen (1976) and Kunin (1982). Charlotte & Truskinovsky (2012) introduced a temporally non-local (history dependent) model of one-dimensional lattices with linear nearest neighbor interactions. Another non-local and scale dependent approach is peridynamics proposed by Silling (2000). In the past 12 years peridynamics has gained popularity and has been the subject of many works in applied mathematics, notably by Du, Gunzburger, Lehoucq, Silling and many others (see the review papers by Silling & Lehoucq (2010); Lehoucq & Sears (2011); Du et al. (2012) and references therein). The original theory is phenomenological, so the constitutive equations are postulated or fitted from experiments. Scale dependence is introduced by using a fixed size window function (called horizon by Silling). The latter feature is similar to Hardy-Murdoch procedure, so one expects that peridynamic equations can be derived by averaging atomistic models. This was recently done by Lehoucq & Sears (2011). They provided an exact description of the peridynamical force state in terms of the particle positions and velocities.

A method for generating non-local and scale-dependent constitutive equations for Hardy-Murdoch averages was introduced in Panchenko et al. (2011) and tested numerically in Panchenko et al. (prep). Applications to discrete models of fluid flow were studied in Tartakovsky et al. (2011), Panchenko & Tartakovsky (subm). Recently, similar methods have been successfully used in large eddy simulation of turbulence by Berselli et al. (2006); Kim et al. (2012); Layton & Rebholz (2012).

In this paper we study algorithmic realization of the regularized deconvolution closure. Since the problem at hand is nonlinear, the error estimates that we provide are not likely to be tight, so we also study the error evolution numerically. The objective is to understand the dependence of the error on various parameters of the method. Specifically, we study the effects of a choice of a window function \( \psi \), resolution parameter \( \eta \), scale separation, truncation level in SVD and filtering of spectral coefficients. The numerical experiments are conducted as follows. We solve the system of particle dynamics ODEs to have microscopic positions and velocities that we call “exact” and and compute all relevant averages.
Next, we apply a regularized deconvolution to computed average density and momentum to obtain approximations of $J$ and $\tilde{v}$. These approximations are used to calculate the approximate stress that is then compared to the directly computed ("exact") stress. We also compare "exact" and approximated Jacobian and microscopic velocity.

A discretization of the integral convolution equation is a linear system. As a consequence of ill-posedness, the matrix of this system is ill-conditioned. To regularize the discrete problem, we use truncated singular value decomposition (SVD). In the continuum case, ill-posedness increases with the increase of the rate of decay of the singular values of the kernel (see Kirsch (1996); Hansen (1987)). It is then reasonable to expect that the rate of decay of singular values plays a similar role in the discrete setting. However, the overall error, that is, the error in computing the approximate stress (1.1), does not follow this pattern. The Gaussian kernel, which has the fastest decay rate among the considered window functions, corresponds to a smaller overall error.

An important aspect of the method’s performance is dependence of the error on scale separation characterized by, for example, the product of $\eta$ and $N$. Numerical experiments conducted in this paper show that, as the scale separation increases, stresses are computed more accurately even though the recoverable functions are approximated more poorly. This is a nontrivial conclusion since the stress is a sum of several operators with the structure of a nonlinear “convolution sandwich”

$$R_\eta S Q_\eta, \quad (1.1)$$

where $R_\eta$ is the convolution (averaging) operator, $Q_\eta$ is the deconvolution operator (this is an approximate regularized inverse of $R_\eta$ that depends on a regularization parameter $\alpha$), and $S$ is a nonlinear composition or a product type operator.

The classical theory of ill-posed problems Kirsch (1996); Tikhonov & Arsenin (1987); Morozov (1984) deals mostly with operators between Hilbert spaces, because for integral operators, the Hilbert space structure is required for existence of singular value decomposition. In the discrete setting, one can use SVD with any $p$-norm, including the $\infty$-norm. In the paper, we provide such error estimates for $p \in [1, \infty]$. The values of $p$ for the right hand side and the solution may be different. We also use the $l^\infty$-norm for computational assessment of the quality of approximation.

We would like to make clear that this work is based on a spatial averaging version of Irving-Kirkwood-Noll procedure developed by Hardy (1982) and Murdoch & Bedeaux (1994). Ensemble averaging is not used and initial conditions for atomistic systems are supposed to be deterministic and known completely. This makes sense from a practical point of view since ensemble averages are difficult to compute and most of MD simulations are run one realization at a time. Thus the constitutive theory in Panchenko et al. (2011); Tartakovsky et al. (2011); Panchenko et al. (prep) and present work applies to a single realization. Ensemble averaging can be employed in addition to spatial averaging, which would permit a comparison of the suggested constitutive theory to the classical models of statistical thermodynamics. This interesting question is not addressed here.

The organization of the paper is as follows. The background concerning the fine scale problem and spatial averaging is briefly described in Section 2. Section 3 contains the necessary facts about filtered regularization methods in a discrete setting. In Section 4 we study various window functions used to set-up averaging and the effect of a choice of a window function on the quality of the stress approximation. In Section 5 we analyze the effect of the resolution parameter on the reconstruction of microscopic quantities of interest and eventual stress approximation. In Section 6 we study the Fourier spectra of the reconstruction error and the overall error in the stress. The effect of the scale separation is considered in Section 7. Error estimates for filtered regularization methods for $p \in [1, \infty]$ are provided in Section 8. Finally, in Section 9 we give conclusions. In appendices, we define various window functions used in
the numerical experiments and provide the formula for the Lennard-Jones potential.

2. Governing equations

2.1 Microscale equations

The object of our study is a system of $N$ particles that move according to Newton’s law of motion, where $N \gg 1$. Particle positions and velocities are denoted by $\mathbf{q}_i(t)$ and $\mathbf{v}_i(t)$, $i = 1, \ldots, N$, respectively. For simplicity, we assume that all particles have the same mass $M/N$ where $M$ is the total mass of the system. The equations of motion are

$$\dot{\mathbf{q}}_i = \mathbf{v}_i, \quad (2.1)$$

$$\frac{M}{N} \dot{\mathbf{v}}_i = f_i + f_i^{(\text{ext})}, \quad (2.2)$$

with initial conditions

$$\mathbf{q}_i(0) = \mathbf{q}_i^0, \quad \mathbf{v}_i(0) = \mathbf{v}_i^0. \quad (2.3)$$

Here $f_i^{(\text{ext})}$ is an external force (gravity) and $f_i = \sum_j f_{ij}$, where $f_{ij}$ is an interaction force exerted on a particle $i$ by a particle $j$. These forces are generated by a pair potential $U(|\mathbf{q}_i - \mathbf{q}_j|)$. In numerical experiments we use the classical Lennard-Jones potential (see equation (A.1)).

To study the behavior of the system for large $N$, it is convenient to introduce a small parameter

$$\varepsilon = N^{-1/d}, \quad (2.4)$$

where $d = 1, 2, 3$ is the dimension of the physical space, the microscopic length scale $\ell L$ and a mesoscopic length scale $\eta$ satisfying $\ell L \ll \eta$, where $L = \text{diam}(\Omega)$ and $\Omega$ is the computational domain. To make the total energy of the system bounded independent of $N$, we scale interparticle forces by $\varepsilon$ as in Panchenko et al. (prep).

2.2 Mesoscale averaging and dynamics

The first step of model reduction in Panchenko et al. (2011, prep) is to use space-time averaging pioneered by Noll (1955), Hardy (1982) and Murdoch & Bedeaux (1994); Murdoch (2007). In this section, we briefly describe the averaging approach to make the exposition self-contained. For simplicity we consider only spatial averaging and refer to Noll (1955), Hardy (1982) and Murdoch & Bedeaux (1994); Murdoch (2007) for more details.

Define the spatial average density and linear momentum

$$\bar{\rho}^\eta(t, \mathbf{x}) = \frac{M}{N} \sum_{i=1}^{N} \psi_\eta(\mathbf{x} - \mathbf{q}_i(t)), \quad (2.5)$$

$$\bar{\mathbf{p}}^\eta(t, \mathbf{x}) = \frac{M}{N} \sum_{i=1}^{N} \mathbf{v}_i(t) \psi_\eta(\mathbf{x} - \mathbf{q}_i(t)), \quad (2.6)$$

where $\psi(x) \geq 0$ is a fast decreasing window function such that $\int_{-\infty}^{\infty} \psi(x) \, dx = 1$. The purpose of scaling $\psi_\eta(x) = \frac{1}{\eta} \psi\left(\frac{x}{\eta}\right)$ is to take into account only contributions from particles such that the distance $|\mathbf{x} - \mathbf{q}_i|$ is on the order of $\eta$. 


Differentiating equations (2.5), (2.6) with respect to \( t \), and using the ODEs (2.1), (2.2) yields exact balance equations for \( \bar{p}^\eta \) and \( \bar{p}^\eta \bar{v}^\eta \) (see Hardy (1982); Murdoch & Bedeaux (1994)):

\[
\frac{\partial}{\partial t} \bar{p}^\eta + \text{div}(\rho^\eta \bar{v}^\eta) = 0, \tag{2.7}
\]
\[
\frac{\partial}{\partial t} (\bar{p}^\eta \bar{v}^\eta) + \text{div}(\bar{p}^\eta \bar{v}^\eta \otimes \bar{v}^\eta) - \text{div} \bar{T}^\eta = 0. \tag{2.8}
\]

Here the system is assumed to be isolated (\( f_i^{\text{ext}} = 0 \)); \( \bar{T}^\eta \) is the total stress written as \( \bar{T}^\eta = \bar{T}^\eta_{(c)} + \bar{T}^\eta_{(int)} \) (see Murdoch (2007)), where

\[
\bar{T}^\eta_{(c)}(t,x) = -\sum_{i=1}^{N} m_i (v_i - \bar{v}^\eta(t,x)) \otimes (v_i - \bar{v}^\eta(x,t)) \psi_\eta(x - q_i) \tag{2.9}
\]

is the convective stress, and

\[
\bar{T}^\eta_{(int)}(t,x) = \sum_{(i,j)} f_{ij} \otimes (q_j - q_i) \int_{\Omega}^1 \psi_\eta(s(x - q_j) + (1-s)(x - q_i)) ds \tag{2.10}
\]

is the interaction stress. The summation in (2.10) is over all pairs of particles \((i,j)\) that interact with each other. The meso system (2.7), (2.8) is not closed because one must know the trajectories of all particles before \( \bar{T}^\eta \) can be determined. Therefore, solving the exact meso system is no more efficient than solving the original ODEs (2.1), (2.3).

### 2.3 Integral approximations and closure

To improve efficiency, we use the closure method introduced in Panchenko et al. (2011) and developed further in Panchenko et al. (prep). We outline it here for convenience of the reader.

Introducing interpolants \( \tilde{q}(t,X) \), \( \tilde{v}(t,\tilde{q}) \) of particle positions and velocities, one obtains the integral approximations of the average density and average momentum:

\[
\bar{p}^\eta(t,x) = \frac{M}{N} \sum_{i=1}^{N} \psi_\eta(x - q_i(t)) \approx \frac{M}{|\Omega|} \int_{\Omega} \psi_\eta(x - \tilde{q}(t,X)) dX \tag{2.11}
\]

\[
\approx \frac{M}{|\Omega|} \int_{\Omega} \psi_\eta(x - y) J(t,y) dy = \frac{M}{|\Omega|} R_\eta[J](x),
\]

\[
\bar{p}^\eta \bar{v}^\eta(t,x) = \frac{M}{N} \sum_{i=1}^{N} v_i(t) \psi_\eta(x - q_i(t)) \approx \frac{M}{|\Omega|} \int_{\Omega} \psi_\eta(x - y) \tilde{v}(t,y) J(t,y) dy = \frac{M}{|\Omega|} R_\eta[\tilde{v}J](x). \tag{2.12}
\]

Here \( R_\eta \) is a convolution operator with the kernel \( \psi_\eta(x) \) and the Jacobian

\[
J = |\text{det} \nabla \tilde{q}^{-1}| \tag{2.13}
\]
describes local volume changes.

Integral approximations of \( \bar{T}^\eta_{(int)} \) and \( \bar{T}^\eta_{(c)} \) are obtained similarly (see Panchenko et al. (prep)):

\[
\bar{T}^\eta_{(int)}(t,x) = \frac{1}{|\Omega|^2} \int_{\Omega} \psi_\eta(x - R) \left( \int U'(|\rho|) \frac{\rho \otimes \rho}{|\rho|} J(t,R + \frac{\epsilon}{2} \rho) J(t,R - \frac{\epsilon}{2} \rho) d\rho \right) dR. \tag{2.14}
\]
\[ T^\eta_{(c)}(t, x) \approx -\frac{M}{|\Omega|} \int_{\Omega} \psi_\eta(x - y)(\tilde{v}(t, y) - \tilde{v}^\eta(t, x, t)) \otimes (\tilde{v}(t, y) - \tilde{v}^\eta(x, t))J(t, y)dy. \quad (2.15) \]

Equations (2.14) and (2.15) can be compactly written as

\[ T^\eta(\text{int}) = R_\eta S_1[J], \quad T^\eta(\text{c}) = R_\eta S_2[J, \tilde{v}], \quad (2.16) \]

where \( S_1 \) is a composition of shifted multiplication \( J(t, R) \rightarrow J(t, R + \frac{\epsilon}{\rho})J(t, R - \frac{\epsilon}{\rho}) \) and \( \rho \)-integration with the weight \(|\Omega|^{-2}\rho^{-1}\rho \otimes \rho \ U'(\rho)|\), and \( S_2 \) is a multiplication of \(-\frac{M}{|\Omega|}/J\) by the diadic product of \( \tilde{v}(t, y) - \tilde{v}^\eta(t, x) \) with itself. Equations (2.14) and (2.15) show that stress can be represented as an operator acting on the two fine scale functions \( J \) and \( \tilde{v} \). These functions can be approximately recovered by inverting the convolution operator \( R_\eta \) (see (2.11) and (2.12)). Since \( R_\eta \) is compact, it is not surjective. Thus, \( R_\eta^{-1} \) is unbounded, and straightforward inversion is ill-posed and unstable. Such problems can be approximately solved using regularization (see, e.g., Kirsch (1996); Morozov (1984); Tikhonov & Arsenin (1987)). Regularization consists of approximating the exact unstable problem by a parameter \( \alpha \) dependent stable problem whose solution \( Q_\eta^\alpha \) provides an approximation to \( R_\eta^{-1} \). Computational implementation of regularized deconvolution is described in Section 3 below.

The closure is obtained by replacing exact \( J \) and \( \tilde{v} \) with their regularized approximations:

\[ T^\eta_{(\text{int})} = \frac{|\Omega|}{M} R_\eta S_1[Q^\alpha_\eta]\tilde{\rho}], \quad T^\eta_{(\text{c})} = \frac{|\Omega|}{M} R_\eta S_2 \left( Q^\alpha_\eta[Q^\alpha_\eta], \frac{Q^\alpha_\eta[Q^\alpha_\eta \tilde{v}]}{Q^\alpha_\eta[Q^\alpha_\eta]} \right). \]

### 2.4 Test cases

For computational testing we use Lennard-Jones potential defined in (A.1) and two sets of the initial conditions. The problem is assumed to be periodic with period \( L \). The initial positions in both cases are equally spaced with

\[ q^0_j = \left( j - \frac{1}{2} \right) \Delta x, \quad \text{where} \quad \Delta x = \frac{L}{N}, \quad j = 1, \ldots, N. \quad (2.17) \]

**First test case.** The initial velocity is a one mode sine function

\[ v^{(1)}(x, 0) = 10^{-2} \sin \frac{2\pi x}{L}, \quad 0 \leq x \leq L. \quad (2.18) \]

**Second test case.** The initial velocity is a continuous function that is a truncated 4th order polynomial on \([\frac{L}{5}, \frac{2L}{5}]\) with the double roots at \( x = \frac{L}{5} \) and \( x = \frac{2L}{5} \) and zero otherwise:

\[ v^{(2)}(x, 0) = \begin{cases} 25(x - \frac{L}{5})^2(x - \frac{2L}{5})^2, & \text{if} \quad \frac{L}{5} \leq x \leq \frac{2L}{5}, \\ 0, & \text{otherwise}. \end{cases} \quad (2.19) \]

The initial velocities are shown in the left panel of Fig. 1. The main difference between these initial velocities can be seen by looking at their Fourier spectra. The first initial velocity has only one low frequency Fourier mode while the second initial velocity has all Fourier modes, shown in the right panel of Fig. 1, present that level off at \( 10^{-9} \) for \( N = 1000 \). As \( N \) increases, the tail of the Fourier spectrum levels off at a lower value. For example, for \( N = 10,000 \), the tail is at \( 10^{-12} \). Because all Fourier modes are present, we expect to see more complicated nonlinear dynamics and a stronger effect of high frequencies in the second case.
The 1D version of system of ODEs (2.1), (2.2) with the initial conditions defined in (2.17) – (2.19) is solved using the Velocity Verlet method (see, for example, Griebel et al. (2007)) until \( t = 1 \) for various \( N \). The solutions of this system, \( q \) and \( v \), are considered to be “exact” positions and velocities. They are used to compute the “exact” Jacobian (2.13), the averages (2.5), (2.6) and “exact” stresses (2.9), (2.10), that are later compared with respective approximations.

### 3. Filtered regularization methods

On a discrete level, equations (2.11), (2.12) reduce to a linear system

\[
A^\eta x = b,
\]

where \( b \) is a known average quantity such as \( \frac{\partial}{\partial \eta} \bar{\rho}^\eta \) and \( \frac{\partial}{\partial \eta} \bar{\eta}^\eta \) and \( x \) is either \( J \) or \( \tilde{J} \). To produce \( b \), averages are discretized on a coarse mesh with \( B \) nodes, \( B \sim 1/\eta \) and \( B \ll N \), and the solutions are rendered on a finer mesh with \( N' \geq B \) nodes. In practice, \( N' \) can vary between \( B \) and \( N \). In our numerical experiments we use \( N' = N \).

The matrix \( A^\eta \), obtained by discretizing the kernel \( \psi^\eta \), has dimensions \( B \times N' \) and \( r = \text{rank}(A^\eta) \leq B \). There are two difficulties associated with solving (3.1): (i) the condition number of \( A^\eta \) is large because of the ill-posedness; and (ii) the system is underdetermined and has multiple solutions. Performing singular value decomposition (SVD) of \( A^\eta = \sum_{j=1}^{r} \xi_j \sigma_j \hat{\xi}_j^T \) we obtain \( r \) non-zero singular values \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r > 0 \), and left and right singular vectors \( \xi_j \) and \( \hat{\xi}_j \) of length \( B \) and \( N \), respectively, that are orthonormal in their respective spaces. In this paper we work only with matrices \( A^\eta \) satisfying \( \sigma_j \in (0,1] \). This assumption holds for discretizations of all convolution kernels under consideration.

Because of ill-conditioning of \( A^\eta \), a straightforward minimum \( l_2 \) norm solution of (3.1) may be highly inaccurate. To stabilize the computation, one can use regularization (see, e. g. Kirsch (1996); Hansen (1987)). Here we limit ourselves to filtered linear regularization methods that produce a regularized minimum \( l_2 \) norm solution

\[
x^\alpha = \sum_{j=1}^{r} b_j \phi(\sigma_j, \alpha) \frac{\sigma_j}{\hat{\xi}_j}, \quad b_j = \xi_j^T b,
\]

where \( \phi \) is a filter function. For properties of filter functions please see Kirsch (1996).
In this work we use the truncated SVD method with the filter function
\[
\phi^\alpha = \begin{cases} 
1 & \text{if } \sigma_j \leq \sigma_\alpha \\
0 & \text{otherwise,}
\end{cases}
\]
with $\sigma_\alpha = 10^{-13}$. Another example of a filtered method is Landweber iteration with
\[
\phi_L^n = 1 - (1 - \sigma_j^2)^n. \tag{3.4}
\]

The algorithmic realizations of the above and other regularization techniques are discussed in the book by Hansen (1987).

In addition to truncating singular values below $\sigma_\alpha$, we also use a spectral filtering technique on the coefficients $b_j$ of the right hand side, which is similar to the Fourier filtering used in Krasny (1986). The coefficients $b_j$ below a cut-off value $\gamma$ that is close to the machine precision are set to 0. We use $\gamma = 10^{-13}$. We find this filtering helpful when both $\sigma_j$ and $b_j$ are very small since the smallest singular values and their corresponding singular vectors may not be computed accurately, especially when the singular values are densely spaced as in our case (see Anderson et al. (1999)). By discarding the small coefficients $b_j$, we discard potentially inaccurate coefficients $b_j/\sigma_j$ in a reconstructed solution $x^\alpha$, which is turn produces more accurate approximations. Varying $\gamma$ between $10^{-14}$ and $10^{-11}$ does not essentially change approximations to stresses, while setting the filter level at a higher value increases the error as expected.

4. Choice of a window function

We restrict our attention to a window function $\psi$ satisfying the conditions:

\[
\begin{align*}
\psi & \text{ is non-negative, continuous, and differentiable almost everywhere} \\
& \text{on the interior of its support;} \\
\int_{-\infty}^{\infty} \psi(x) &= 1; \\
\psi(x) &\to 0 \text{ as } |x| \to \infty.
\end{align*}
\]

The function $\psi(x)$ can be compactly supported or fast decreasing as Gaussian. We consider several window functions: piecewise constant (characteristic) $\psi^{(1)}(x)$, piecewise linear trapezoidal shape $\psi^{(2)}(x)$, piecewise linear triangular $\psi^{(3)}(x)$, truncated quadratic $\psi^{(4)}(x)$, truncated 4th order polynomial $\psi^{(5)}(x)$ and Gaussian $\psi^{(6)}(x)$. The functions are chosen to have the compact support on $[-L/2,L/2]$. For the Gaussian function $\psi^{(6)}(x) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left( -\frac{x^2}{2\sigma^2} \right)$, the standard deviation is $\sigma = L/6$, i.e. only about 0.2% of the area under $\psi^{(6)}$ is outside $[-L/2,L/2]$. Window functions are depicted in Fig. 2. The shifted and rescaled window function $\psi(x - q(t))$ defines the average properties of the particles in the vicinity of $x$. In the case of the characteristic function $\psi^{(1)}$, the contributions of all particles within a fixed distance of $x$ are weighted equally. A better choice of a window function is obtained when the weight decreases to zero as the distance between the particle and the observation point increases. This adds another “desired” characteristics of a window function (see Root et al. (2003)):

\[
\psi(x) \text{ has a maximum at } x = 0. \tag{4.4}
\]
Clearly, functions $\psi^{(1)}(x)$ and $\psi^{(2)}(x)$ do not satisfy this property, whereas the rest of the functions do. A window function can have a different degree of differentiability, ranging from piecewise constant (as characteristic function) to infinitely many times differentiable as Gaussian. The order of differentiability affects the speed of decay of singular values to zero. In the left panel of Fig. 3 we plot singular values of $\psi^{(i)}(x)$, $i = 1, \ldots, 6$, for $\eta = 0.1$, $N = 1000$ and $B = 500$. Results are similar for $N = 10,000$. Since we have to invert an operator with kernel $\psi_\eta$, increasing smoothness of the kernel increases ill-posedness of the inverse problem. On a discrete level, the situation is somewhat different. First, discretization itself regularizes the inverse problem (see Kirsch (1996)). Second, truncating SVD provides additional regularization (see, for example, Hansen (1987)). It is natural to ask how smoothness of the window function affects the reconstruction quality. The least smooth function is a characteristic function $\psi^{(1)}(x)$, followed by piecewise linear trapezoidal $\psi^{(2)}(x)$ and triangular function $\psi^{(3)}(x)$. Then we have a truncated quadratic $\psi^{(4)}(x)$, truncated 4th order polynomial $\psi^{(5)}(x)$ and Gaussian $\psi^{(6)}(x)$. The singular values of the corresponding matrices $A^\eta$ are given in the left panel of Fig. 3. As expected, the decay of spectral coefficients is fastest for the Gaussian and slowest for the characteristic function. A sharp drop of singular values for the characteristic function $\psi^{(1)}(x)$ and triangular function $\psi^{(3)}(x)$ indicates that the discrete problem is numerically rank-deficient. The same can be said about the Gaussian that has only about a third of singular values above the machine zero.

If the convolution kernel $\psi_\eta$ and function $f$ are periodic or extended periodically, then $R_\eta$ is a circular convolution operator (see Mallat (2009)). If both $f$ and $R_\eta[f]$ are discretized on the same grid, then the eigenvectors of the circular convolution operator are the discrete complex exponentials and the eigenvalues are Fourier modes of the window function $\psi_\eta$ (see e.g. Mallat (2009)). Therefore, eigenvectors corresponding to the smallest eigenvalues of the $R_\eta$ carry information about high frequency component of a solution. If $R_\eta[f]$ and $f$ are sampled at different scales, we have to deal with singular value decomposition instead of eigenvalue decomposition. In this case, singular vectors corresponding to the largest singular values would have contribution not only from low frequencies, but also from some high frequencies. Nevertheless, singular vectors corresponding to smallest singular values will be the most oscillatory and we can still think that singular vectors corresponding to the smallest singular values represent the oscillatory part of a solution. In this regard, the fact that singular values for all window functions but Gaussian decay slowly indicates that solutions corresponding to these window functions will have high frequency component present. Hence, if there is a numerical error in computation of

Fig. 2. Window functions. Top left: piecewise constant (characteristic) $\psi^{(1)}(x)$; top middle: piecewise linear trapezoidal shape $\psi^{(2)}(x)$; top right: triangular function $\psi^{(3)}(x)$; bottom left: truncated quadratic $\psi^{(4)}(x)$; bottom middle: truncated 4th order polynomial $\psi^{(5)}(x)$; bottom right: Gaussian $\psi^{(6)}(x)$.
singular values and singular vectors, especially in those corresponding to the smallest singular values, there may be a significant error in computation of a solution. On the other hand, singular values of a scaled Gaussian window function decay very fast. This means that a fewer singular values can be used to represent a solution. Thus, using a Gaussian is more efficient for large systems of ODEs if the associated error is comparable with other choices of window functions.

In order to approximate the stress, one needs to approximate first the exact microscopic positions and velocities (solutions of microscopic initial value problem (2.1) – (2.3)). Their approximations are obtained by generating deconvolution approximations of \( J \) and \( \tilde{v}J \), recovering microscopic velocities \( \tilde{v} \) by dividing \( \tilde{v}J \) by \( J \), and reconstructing microscopic positions \( \tilde{q} \) from \( J \) using (2.13). Then these approximations of microscopic positions and velocities are used to compute approximate stresses, thus, closing the system. Each of the above steps carries some error, and smaller deconvolution error does not necessarily yield to smaller overall error in approximating stresses.

Next we investigate the effect of a choice of a window function on the quality of the stress approximation. Solutions of the underlying microscopic initial value problem (2.1) – (2.3) serve a role of “exact” solutions: microscopic positions and velocities are generated at different times by solving this system numerically and used to compute average density, average velocity and exact stresses. These averages are then employed to recover microscopic positions and velocities, and approximate the stresses. In Fig. 4 we compare the \( L^\infty \)-relative errors in approximation of the convective \( T^\eta(c) \) and interaction \( T^\eta(int) \) stresses in the first test case. Clearly, the characteristic function \( \psi^{(1)} \) has the worst performance. The absolute error (not shown here) in \( T^\eta(c) \) is at most \( 10^{-7} \) or \( 13\% \) and it is by two orders of magnitude larger than with other window functions. The smallest error (2-3%) is achieved with the 4th order truncated polynomial \( \psi^{(5)} \) and Gaussian \( \psi^{(6)} \). The other functions produce errors in between. The results in the right panel of Fig. 4 suggest that the approximation of \( T^\eta(int) \) also has the largest error with \( \psi^{(1)} \). The error with the piecewise linear \( \psi^{(2)} \) function reaches 75-100% at some times. The smallest within 0.5% error is again produced by \( \psi^{(5)} \) and \( \psi^{(6)} \). Functions \( \psi^{(3)} \) and \( \psi^{(4)} \) give slightly bigger 1-3% error. The results for the second test case are shown in Fig. 5. The findings are similar as in the first test case: the worst performance is by \( \psi^{(1)} \), followed by \( \psi^{(2)} \); the smallest error is obtained with \( \psi^{(5)} \) and \( \psi^{(6)} \), the rest of the functions give intermediate results. The overall errors in the second (high frequency) case are slightly larger than in the first case (low frequency), which is expected since we filter out high frequency content of solutions.

The worst behavior of \( \psi^{(1)} \), followed by \( \psi^{(2)} \), could be explained by the fact that function \( \psi^{(1)} \) is not even continuous everywhere that violates condition (4.1), while \( \psi^{(2)} \) is only piecewise continuous.
Moreover, both functions do not have a strict maximum at $x = 0$, thus violating the condition (4.4). For the rest of the window functions considered here, all conditions (4.1)–(4.4) are satisfied. The results suggest that the smoother window function is, the better stress approximation can be achieved, despite the fact that smoothness increases ill-conditioning of the problem.

The experiments in this section show that the most accurate approximation of the stresses is obtained using either truncated 4th order polynomial function $\psi^5$ or Gaussian $\psi^6$. The absolute error is typically smaller with $\psi^6$ but the relative error is sometimes slightly smaller with $\psi^5$, so the difference in performance of these functions is not significant. However, with $\psi^5$ and, for example, with $N = 10,000$ and $B = 500$, one has to use all 500 singular values and singular vectors since all singular values are above the threshold $\sigma_\alpha = 10^{-13}$ (they decay to at most $10^{-6}$, see the left panel of Fig. 3), and only 147 singular values with $\psi^6$, which is more efficient for large systems of particles. For this reason, in what follows we fix Gaussian window function $\psi^6$ and study the effect of other parameters such as averaging width $\eta$ and scale separation on stress approximation.

5. Choice of mesoscale resolution parameter $\eta$

The parameter $\eta$ in (2.5), (2.6) determines the size of the averaging region and the amount of high frequency filtering. For smaller $\eta$, there is less damping of high frequency content of the solution, while using a larger $\eta$ produces smoother and smaller averages. The latter is discussed in Section 6.
As $\eta$ increases, the singular values of the corresponding matrix $A^\eta$ decay at a higher rate. This can be seen in the right panel of Fig. 3 where we show the singular values for $N = 1000$ and $B = 500$ and $\eta = 0.01, 0.05, \ldots, 0.9$. (The results with $N = 10000$ and $B = 500$ are similar since they are more sensitive to the choice of $B$ and not of $N$.)

On the one hand, for larger $\eta$, the average contains less high frequency information, and it may be more difficult to reconstruct the same microscopic solution from increasingly smoothed averages. This may increase the error in computation of $Q_\eta^\alpha$. On the other hand, computation of the stress involves another averaging (the outer layer $R_\eta$ in (1.1)) that may decrease the overall error even if $J$ and $\bar{\psi}$ are recovered more poorly. In this section, we study the cumulative effect of these two competing tendencies on the overall relative error in a stress approximation. We analyze the error in reconstruction of the microscopic Jacobian and velocity, as well as the error in the subsequent stress approximation. We fix $N = 1000$, $B = 500$ and the window function $\psi(x)$, and vary $\eta$ between $10^{-2}$ and $0.9$.

![Relative error in $J$ and $\bar{\psi}$](image)

**Fig. 6.** The effect of a choice of the resolution parameter $\eta$ on the error in approximation of $J$ (left panel) and $\bar{\psi}$ (right panel) in the first test case with $N = 1000$ and $B = 500$.

### 5.1 First test case

In this case, the errors in the Jacobian and velocity approximation, shown in Fig. 6, are essentially independent of $\eta$, though there is a slight dependence on $\eta$ for times after $t = 0.8$. Both absolute and relative errors in the Jacobian oscillate in a quasiperiodic manner. The amplitude of these oscillations increases slightly (by less than 0.01%) during the simulation time. The behavior of the error can be connected to the evolution of the total computed energy of the system shown in left panel of Fig. 7. As can be seen from the graph, the energy is not completely conserved. Instead it oscillates periodically and deviates from its value at $t = 0$ (the true energy of the system) by at most 0.05%. In the regions where the energy starts deviating from its initial value, the error in Jacobian reconstruction increases. When the energy comes back to its initial value, the error in Jacobian also decreases. The error in velocity reconstruction, shown in the right panel of Fig. 6, has a more nonlinear dynamics but similarly to the error in the Jacobian, the error in velocity increases or decreases in phase with oscillations of the total computed energy. During the simulation time, the error in velocity increases by at most 1.8%.

Unlike approximation of the Jacobian and velocity, the errors in approximation of both convective and interaction stresses depend on $\eta$. While the absolute error in $T_\eta^c$ is not monotonic in $\eta$ at all times, it is typically larger for larger $\eta$. However, the relative error, shown in the left panel of Fig. 8, decreases monotonically as $\eta$ increases. More specifically, the error with $\eta = 0.01$ is the largest and varies between 9 and 100%, whereas it is the smallest with $\eta = 0.9$ and it does not exceed 0.6%. Both absolute and relative errors in approximation of $T_\eta^{int}$ oscillate in time and decrease monotonically as $\eta$
Fig. 7. Evolution of the total energy for $N = 1000$, $B = 500$ and $\eta = 0.1$. Left panel: the first test case. Right panel: the second test case.

increases. The latter is shown in the right panel of Fig. 8. We also note that the dependence on $\eta$ is weaker for the interaction stress and as $\eta$ varies from $\eta = 0.01$ to $\eta = 0.9$, the error changes slightly within 0.7%.

Fig. 8. The effect of the choice of the resolution parameter $\eta$ on the error in approximation of stresses in the first test case with $N = 1000$ and $B = 500$. Left panel: $T^\eta_{\epsilon}$, Right panel: $T^\eta_{\text{int}}$.

5.2 Second test case

The simulation results with various $\eta$ are presented in Figs. 9 and 10. Fig. 9 indicates that the reconstruction of both Jacobian and velocity gets worse as $\eta$ and time $t$ increase. However, the situation with stress approximation is different. The error in approximating the interaction stress is the smallest with the largest $\eta = 0.9$ used. It is below 1% during the entire simulation time. As for the convective stress, the error does not depend on $\eta$ monotonically. It also varies nonlinearly in time. Overall, this error does not exceed 9% for all considered values of $\eta$ except of the smallest $\eta = 0.01$. It should be noted that the convective stress is much smaller than the interaction stress (by at least two orders of magnitude), so relatively large errors in the convecting stress do not contribute much to the errors in the entire stress.

Hence, for all considered values of $\eta$, the error in approximation of $J$ stays very small during the simulation period, though it grows slowly with time (at most linearly). Despite of larger error in approximation of $\tilde{v}$, we still get very good stress approximation and overall its quality increases with $\eta$.

6. Spectral evolution of averages and stresses

As was mentioned in Section 5, parameter $\eta$ determines the size of the averaging window and the amount of high frequency filtering. With larger $\eta$, the averages are smoother and smaller. This can be
Recall a typical one-particle dynamical function used in statistical mechanics

\[ g_{sm}(t, x) = \sum_{i=1}^{N} g(q_i(t), v_i(t)) \delta(x - q_i(t)), \]  

(6.1)

where \( \delta \) is delta-distribution. The Fourier transform of \( g_{sm} \) with respect to \( x \) is

\[ \widehat{g}_{sm}(t, \xi) = \sum_{i=1}^{N} g(q_i(t), v_i(t)) e^{i \xi \cdot q_i}. \]  

(6.2)

Now compare this with a windowed spatial average

\[ \overline{g}(t, x) = \sum_{i=1}^{N} g(q_i(t), v_i(t)) \psi(\xi)(x - q_i(t)), \]  

(6.3)

and the corresponding Fourier transform

\[ \widehat{\overline{g}}(t, \xi) = \sum_{i=1}^{N} g(q_i(t), v_i(t)) \psi(\xi \cdot q_i) e^{i \xi \cdot q_i} = \psi(\eta \xi) \widehat{g}_{sm}, \]  

(6.4)
where \( \hat{\psi} \) denotes the Fourier transform of \( \psi \). Thus, the Fourier transform of \( \hat{\eta} \) is obtained from \( \hat{g}_{sm} \) by low-pass filtering (multiplication by \( \hat{\psi}(\eta \xi) \)). If \( \lim_{k \to \infty} |\hat{\psi}(k)| = 0 \), which is true for any \( L_1 \) function by Riemann-Lebesgue Lemma, then \( \hat{\eta}(\xi) \) converges to 0 for each \( \xi \neq 0 \) as \( \eta \to \infty \). Since \( \hat{g}_{sm} \) does not depend on \( \eta \), equation (6.4) implies \( \hat{\eta} \) approaches 0. The rate of decay of \( \hat{\psi} \) increases with smoothness as \( \psi \). Thus, increasing \( \eta \) produces progressively more filtered versions of \( \hat{g}_{sm} \).

Flexibility afforded by varying \( \eta \) is convenient for studying large scale behavior of averages. For example, in statistical physics, the derivation of hydrodynamical equations and computation of fluid viscosity by Green-Kubo formulas (see e.g. Berne (1977)) employs truncated Taylor expansions of \( \eta \) at \( \xi = 0 \). Estimating the error of these approximations for large \( \xi \) may be difficult, while multiplication by \( \hat{\psi}(\eta \xi) \) makes analysis easier. Another useful feature of (6.4) is the possibility to adjust the size of the low-frequency neighborhood of interest by changing \( \eta \).

To investigate quality of our approximations in the Fourier space, we analyze Fourier spectra of the exact Jacobian, velocity, stresses and their approximations. We consider only the second test case because the initial velocity in this case has full spectrum unlike the first test case. Since the approximation tends to become worse at later times, we show the relevant spectra at the “worst case scenario” time \( t = 0.9 \). Fig. 11 depicts the spectra of \( J \) and \( \hat{v} \) (red curves) and their approximations (black curves). The left panel of Fig. 11 indicates that we only capture about 70 first low frequency modes of the Jacobian. Similarly, the first 70 modes of the velocity are well reconstructed, while modes between 70 and 180 have much smaller amplitudes than in the exact velocity. While spectra of both Jacobian and velocity are not very accurate, spectral approximations of both convective and interaction stresses are very good (see Fig. 12). Both exact stresses have only low frequency components (110 for the convective stress and only 70 for the interaction) and all these modes are captured perfectly! This demonstrates that it is not necessary to recover higher frequency modes of the Jacobian and velocity in order to approximate stress accurately.

Loss of accuracy in using truncated spectra for deconvolution often leads to Gibbs phenomenon. It is indeed present in both Jacobian and velocity reconstructions shown in Fig. 13. The amplitude of
Gibbs ripples seem to increase with $\eta$. In contrast, the approximations to stresses do not suffer from Gibbs oscillations as can be seen from Fig. 14. Gibbs phenomenon is typical for solutions of linear systems using a truncated SVD approach (see Boyd (2002); Bruno (2003); Bruno et al. (2007); Boyd & Ong (2009)). In Lyon (2012), Gibbs phenomenon is controlled by using Sobolev smoothing. In our case smoothing is done naturally by averaging present in the stress approximation (see (1.1)).

Fig. 13. Reconstruction of $J$ (left panel) and $\tilde{v}$ (right panel) in the second test case with $N = 10,000$, $B = 500$, $\eta = 0.1$. Exact (red curves) and approximate (black curves) solutions are shown at $t = 0.9$.

Fig. 14. Reconstruction of $T_\eta^\omega$ (left panel) and $T_\eta^{\text{int}}$ (right panel) in the second test case with $N = 10,000$, $B = 500$ and $\eta = 0.1$. Exact (red curves) and approximate (black curves) solutions are shown at $t = 0.9$.

7. Scale separation with fixed $\eta$, $B$ and varying $N$

In this section we investigate how the scale separation, i.e. ratio $B$ to $N$ affects the accuracy of reconstruction of the Jacobian, velocity and stress. We use two test initial conditions as before with Gaussian window function $\psi(6)(x)$, $\eta = 0.1$, $B = 500$ and $N = 1000, 2000, 5000$ and $10,000$.

In the first test case, results of which are presented in Figs. 15 and 16, we observe that the error in reconstruction of the Jacobian (shown in the left panel of Fig. 15) decreases as the scale separation increases ($N$ in this case), while the error in velocity reconstruction (right panel of Fig. 15) does not depend on $N$ and it is less accurate than the Jacobian. Both errors oscillate in time and their oscillatory dynamics is related to the total computed energy oscillations depicted in Fig. 7 in the left panel, i.e. they oscillate in phase with energy oscillations. Similarly to the approximation of the Jacobian, the error in approximation of the convective stress decreases as the scale separation increases. Reconstruction of the interaction stress does not depend of $N$ like velocity and it is by about one order accurate than the convective stress approximation. During the entire simulation time, the error in the convective stress approximation...
approximation does not exceed 3%, while the error in the interaction stress (recall that the interaction stress values are dominant over the convective stress) is less than 0.6%.

In the second test case reconstruction of both Jacobian and velocity depends on $N$ in a non-monotonic manner. The intervals where the error with a larger $N$ is larger or smaller alternate in phase with oscillations of the total computed energy. Similarly to the first test case, the Jacobian is approximated more accurately than velocity. The error in the approximation of the convective stress is shown in the left panel of Fig. 16. It is not monotonic in $N$, oscillates quasiperiodically, and does not exceed 6% during the simulation time. The error in the more dominant interaction stress does not depend on $N$ and stays below 2.5%.

Overall, we see that the approximation of the stress becomes more accurate as the scale separation increases, especially when the total computed energy is close to its exact value. The approach performs well for both low frequency (first test case) and high frequency (second test case) problems with the error only slightly greater in the second test case.
8. Error estimates

8.1 Estimates for filtered regularization methods

In practice, the right hand side of (3.1) is known imprecisely, so instead of the exact \( b \), one has an approximate vector \( b^\delta \). The computed regularized solution is thus

\[
\mathbf{x}^{\alpha, \delta} = \sum_{j=1}^{D} b_j^\delta \frac{\phi(\sigma_j, \alpha)}{\sigma_j} \hat{\xi}_j.
\]  

(8.1)

Our goal is to estimate the error \( \| x - \mathbf{x}^{\alpha, \delta} \|_p \), in some vector \( p \)-norm. Usually \( p = 2 \), but here we assume \( p \in [1, \infty) \). By triangle inequality,

\[
\| x - \mathbf{x}^{\alpha, \delta} \|_p \leq \left( \sum_{j=1}^{D} |b_j|^p \frac{1 - \phi(\sigma_j, \alpha)}{\sigma_j^p} \right)^{\frac{1}{p}} + \left( \sum_{j=1}^{D} |b_j - b_j^\delta|^p \frac{\phi(\sigma_j, \alpha)}{\sigma_j^p} \right)^{\frac{1}{p}}.
\]  

(8.2)

The constant \( C(\hat{\xi}, p) \) depends only on \( p \) and the components of the singular vectors \( \hat{\xi}_j \).
Writing $|b_j|/\sigma_j = |x_j|$, we see that the first term on the very right of (8.2) is bounded by

$$C(\xi, \rho) \sum_{j=1}^{D} \left| b_j - b_{\rho} \right| \left( \frac{1}{\sigma_j^{|\rho|}} \right)^{p} \| \phi(\sigma_j, x) \|_{p} \leq C_1(\xi, \rho) \| x \|_{\infty} \left( \int_{0}^{\rho+1} \frac{1}{\phi(f(t), \alpha)} |dt| \right)^{\frac{1}{p}} \ , \ (8.3)$$

where we introduced a function $f(t): [0, \infty) \rightarrow (0, 1]$ that interpolates between singular values:

$$f(j) = \sigma_j, \quad f(0) = 1, \quad \lim_{t \rightarrow \infty} f(t) = 0.$$

The function $f$ is chosen to be continuous, non-negative, and strictly decreasing. To see that the integral is larger than the corresponding sum, note that the sum is the left-endpoint Riemann sum for the integral, and the function under the integral is increasing.

Similarly,

$$C(\xi, \rho) \sum_{j=1}^{D} \left| b_j - b_{\rho} \right| \left( \frac{1}{\sigma_j^{|\rho|}} \right)^{p} \| \phi(\sigma_j, x) \|_{p} \leq C_1(\xi, \rho) \| b - b_{\rho} \|_{\infty} \left( \int_{0}^{\rho+1} \frac{1}{\phi(f(t), \alpha)} |dt| \right)^{\frac{1}{p}} \ . \ (8.4)$$

Combining (8.2)-(8.4) we have

$$\| x - x_{\alpha, \beta} \|_{p} \leq C_1(\xi, \rho) \| x \|_{\infty} \left( 1 - \phi(f(t), \alpha) \right) \| \phi(f(t), \alpha) \|_{L^p(0, D+1)} \ . \ (8.5)$$

By definition of $\phi$, the first term can be made arbitrarily small by choosing $\alpha$ small enough. In the second term, as $\alpha \rightarrow 0$, the norm of $\phi(f(t), \alpha) f^{-1}(t)$ typically increases. To control the second term, we need $b - b_{\rho}$ to be small. This is typical of the error estimates available in the literature. Our inequalities differ from the standard ones because we use a $p$-norm for the error, and $\infty$-norms for $x$ and $b - b_{\rho}$. The standard estimates use 2-norms of $x - x_{\alpha, \beta}$, $x$, $b - b_{\rho}$, and what is essentially the $\infty$-norm for the $\phi$- and $f$-dependent terms. Depending on the actual $\phi$ and $f(t)$, our approach can yield tighter bounds. Improvement occurs if, loosely speaking, the integrals involving $\phi, f$ in (8.3), (8.4) are smaller than maximal values of the integrands.

Finally, we note that using Hölder inequality with exponents $q, q', q^{-1} + (q')^{-1} = 1$ in the right hand side of (8.2) results in the estimates

$$\| x - x_{\alpha, \beta} \|_{p} \leq C_2(\xi, \rho, q) \| x \|_{pq} \left( 1 - \phi(f(t), \alpha) \right) \| \phi(f(t), \alpha) \|_{L^{pq}(0, D+1)} \ . \ (8.6)$$

8.2 Error in the interaction stress approximation

The purpose of this section is to estimate the difference between the exact integral representation of the interaction stress $\mathbf{T}^n_{(\text{int})}$ in (2.14), and its closed form approximation

$$\mathbf{T}^n_{(\text{int})}(t, x) = \frac{1}{|\Omega|^2} \int_{\Omega} \psi_{\eta}(x - R) \left( \int \mathcal{U}'(t) \mathcal{P} \otimes \mathcal{P} \mathcal{Q} \eta \eta \mathcal{P} \mathcal{Q} \eta \right)(t, R) dR. \ (8.7)$$
Since estimates will be local in time, we will suppress the dependence on \( t \) in the remainder of this section. Define the error
\[
E(x) = T^\eta_{(i)}(x) - T_{(i)}^\eta(x).
\]

Next, introduce the abbreviated notation \( J^+ = J(R + \frac{\epsilon}{2} \rho), J^- = J(R - \frac{\epsilon}{2} \rho) \), and
\[
Q_\eta[\mathcal{P}^\eta]^+ = Q_\eta[\mathcal{P}^\eta](R + \frac{\epsilon}{2} \rho), \quad Q_\eta[\mathcal{P}^\eta]^\- = Q_\eta[\mathcal{P}^\eta](R - \frac{\epsilon}{2} \rho),
\]
and denote
\[
\Phi(\rho) = U'(|\rho|)\frac{\rho \otimes \rho}{|\rho|^2}. \tag{8.8}
\]

This function is smooth and can be assumed compactly supported on a shell \( D = \{\rho : c_1 \leq |\rho| \leq c_2\} \) where \( c_1 > 0 \). With these notations, using an elementary identity
\[
a_1a_2 - b_1b_2 = a_1(a_2 - b_2) + a_2(a_1 - b_1) - (a_1 - b_1)(a_2 - b_2)
\]
we have
\[
J^+J^- - Q_\eta[\mathcal{P}^\eta]^+Q_\eta[\mathcal{P}^\eta^-] = J^+(J^- - Q_\eta[\mathcal{P}^\eta^-]) + (J^+ - Q_\eta[\mathcal{P}^\eta]^+)Q_\eta[\mathcal{P}^\eta^-] \tag{8.9}
\]
\[
= J^+(J^- - Q_\eta[\mathcal{P}^\eta^-]) + J^-(J^+ - Q_\eta[\mathcal{P}^\eta]^+)
\]
\[
= (J^- - Q_\eta[\mathcal{P}^\eta^-])(J^+ - Q_\eta[\mathcal{P}^\eta]^+).
\]

Now
\[
|E(x)| \leq |\Omega|^{-2} \sup_{\mathcal{P}^\eta} \int \int \Phi(\rho)|J^+J^- - Q_\eta[\mathcal{P}^\eta]^+Q_\eta[\mathcal{P}^\eta^-]|(R, \rho)\,d\rho\,dR
\]
\[
\leq |\Omega|^{-2} \sup_{\mathcal{P}^\eta} \sup_D\Phi
\]
\[
\int \int \left(|J^+||J^- - Q_\eta[\mathcal{P}^\eta^-]| + |J^-||J^+ - Q_\eta[\mathcal{P}^\eta]^+| + |J^+ - Q_\eta[\mathcal{P}^\eta]^+||J^- - Q_\eta[\mathcal{P}^\eta^-]|\right)d\rho\,dR.
\]

Changing variables in the last integral to \( y_1 = R + \frac{\epsilon}{2} \rho, y_2 = R - \frac{\epsilon}{2} \rho \), and observing that the Jacobian of this transformation is \( e^{-d} \) and that the quantities marked by \( ^+ \) (respectively by \( ^\- \)) depend only on \( y_1 \) (respectively on \( y_2 \)), we find
\[
|E(x)| \leq e^{-d}|\Omega|^{-2}C(\Psi, \Phi)\left[2\int_{\Omega} |J(y_1)|\,dy_1\int_{\Omega} |J - Q_\eta[\mathcal{P}^\eta]|(y_2)\,dy_2 + \int_{\Omega} |J - Q_\eta[\mathcal{P}^\eta]|(y)\,dy\right]^2.
\]

Suppose now that \( J \) and \( Q_\eta[\mathcal{P}^\eta] \) are given by their discretizations on the fine mesh. Thus we can assume that they are piecewise constant functions having values \( J_j, Q_\eta[\mathcal{P}^\eta]_j \) on the sets \( S_j \subset \Omega, j = 1, 2, \ldots, N \) of measure \( |\Omega|/N \). In this way, \( J \) and \( Q_\eta[\mathcal{P}^\eta] \) can be identified with, respectively, the vectors \( J = (J_1, J_2, \ldots, J_N)^T \) and \( Q = (Q_1, Q_2, \ldots, Q_N)^T \).

Suppose that there exists a constant \( M \) such that
\[
J \leq M. \tag{8.10}
\]
With this,

\[ |E(x)| \leq \varepsilon^{-d}|\Omega|^{-2} C(\psi_\eta, \Phi) \left( \frac{|\Omega|}{N} \right)^2 (2M \| J - Q \|_1 + \| J - Q \|_1^2) \]  

(8.11)

The last equality holds since \( N = \varepsilon^{-1/d} \). The norms are vector 1-norms that can be estimated using (8.6) with \( x = J, \varepsilon^1 = \mathbf{Q} \), and \( \mathbf{b} \) representing a discretization of \( \mathbf{p^\eta} \).

The results of this section can be summarized in the

**Theorem 8.1** Suppose that
(i) \( J(t,x) \) satisfies (8.10) uniformly in \( t \);
(ii) \( \Phi \) defined in (8.8) is bounded;
(iii) \( J(t,x) = \sum_{j=1}^{N} J_j(t,x) \chi_j(x), Q_\eta[\mathbf{p^\eta}] = \sum_{j=1}^{N} Q_j(t,x) \chi_j(x) \), where \( \chi_j \) are characteristic functions of sets \( S_j \) such that \( \cup_{j=1}^{N} = \Omega, S_j \cap S_k = \emptyset \) if \( j \neq k \), and \( |S_j| = N^{-1}|\Omega| \). Then the error

\[ E = T^\eta_{(mt)} - T^\eta_{(nt)} \]

satisfies

\[ |E(t,x)| \leq \sup|\psi_\eta| \sup|\Phi| \left( 2M \| J - Q \|_1 + \| J - Q \|_1^2 \right), \]

where \( J = (J_1, J_2, \ldots, J_N)^T, Q = (Q_1, Q_2, \ldots, Q_N)^T \).

The estimates for the error in \( T^\eta_{(c)} \) can be derived similarly, but would require more technical work because of the triple product structure of the integrand. It is also worth noting that, while a pointwise bound on \( J \) can be reasonably expected, similar bounds on the velocity \( \tilde{v} \) would blow up as \( \varepsilon \to 0 \). Consequently, estimating of the error \( T^\eta_{(c)} - T^\eta_{(c)} \) is left to future work.

**9. Conclusions**

We study the numerical performance of the regularized deconvolution closure introduced in Panchenko et al. (2011, prep). The closure method consists of the following. The average density and linear momentum are written as convolutions acting on respective fine scale functions: \( J \) and \( \mathbf{J}\hat{v} \), where \( J \) is the Jacobian of the inverse deformation map, and \( \hat{v} \) is a particle velocity interpolant. These functions are approximately recovered by applying a regularized deconvolution to the averages. To construct the deconvolution operator, we use the theory of ill-posed problems. Closure is obtained by using these deconvolution approximations in the exact flux equations. This gives constitutive equations that express stress in terms of the average density and velocity. The exact stress is thus approximated by a sum of terms that have the “convolution sandwich” structure: they combine the convolution operator, a nonlinear composition or a product type operator, and the deconvolution operator. The resulting constitutive equations are nonlinear and nonlocal.

We show that the closure has the “convolution sandwich” structure and involves the convolution operator, a nonlinear composition or a product type operator, and the deconvolution operator, which makes the problem nonlinear. The approximation quality depends on a choice of the window function \( \psi \) used to define averages, magnitude of scale separation, and values of the resolution and regularization parameters. Because of the nonlinearity of the problem, the error estimates tend to be too pessimistic. Therefore, we conduct numerical experiments to determine the dependence of the error on the above...
parameters. Since the Fourier spectrum of velocity seems to have a strong effect on the error, we consider two sets of initial conditions. In the first test case, the initial velocity is a low frequency mode sine function, while in the second test the initial velocity has full Fourier spectrum. The initial positions in both cases are equally spaced.

We study window functions of different smoothness, varying from piecewise continuous to infinitely smooth. Among these functions, the Gaussian, an infinitely smooth function, provides the best overall performance despite the fact that the corresponding integral deconvolution problem has the highest degree of ill-posedness. Numerical deconvolution amounts to solving an ill-conditioned linear system. We use a truncated SVD method with an additional spectral filtering of the right hand side. Filtering helps to reduce the effect of error that is present in every standard numerical SVD routine.

The choice of the resolution parameter $\eta$ affects the size of the averaging window and the amount of high frequency filtering in the computed averages. Larger values of $\eta$ produce smoother and smaller averages, thus causing the reconstruction to deteriorate. This tendency is counteracted by the presence of the convolution operator in the stress equations. We find that the overall error in the stress approximation tends to decrease with increasing $\eta$. Therefore, it is not necessary to have very good reconstruction of the Jacobian and velocity to have good approximations of the stresses. This "self-correcting" property is a noteworthy feature of the deconvolution closure. Another method to increase scale separation is to vary the number of particles while keeping $\eta$ fixed. The results in this case are less clear-cut compared to the case of increasing $\eta$. However, at times when the computed total energy is close to its exact value, the error in the stress decreases with increasing scale separation.

The deconvolution error estimates derived in the paper are applicable to general SVD-based filtered regularization methods (see e.g. Kirsch (1996)). We also obtain error estimates for the interaction stress (the part of the total stress induced by interparticle forces). We believe that similar estimates can be also obtained for the remaining convective stress, but such estimates will be developed elsewhere.

A. Window functions

A window function $\psi$ is chosen to define a mesoscale average. This function has to satisfy several conditions: be nonnegative, fast decreasing, compactly supported (we also consider non-compactly supported functions like Gaussian), continuous and differentiable almost everywhere in the interior of its domain and $\int_\infty^\infty \psi(x) = 1$. We use functions $\psi^{(i)}(x)$, $i = 1, \ldots, 6$ of different order of smoothness starting from the characteristic function $\psi^{(1)}(x)$ that is discontinuous at $x = \pm \frac{L}{2}$ up to infinitely many times differentiable Gaussian $\psi^{(6)}(x)$. The window functions are defined in (A.1)-(A.6) and plotted in Fig. 2.

$$
\psi^{(1)}(x) = \begin{cases} 
1/L, & \text{if } |x| \leq L/2, \\
0, & \text{otherwise}; 
\end{cases} 
$$

(A.1)

$$
\psi^{(2)}(x) = \begin{cases} 
1/(2L), & \text{if } |x| \leq L/2, \\
-2/L(x - 3L/2), & \text{if } L/2 < x \leq 3L/2, \\
-2/L(x + 3L/2), & \text{if } -3L/2 \leq x < -L/2, \\
0, & \text{otherwise}; 
\end{cases} 
$$

(A.2)
\[ \psi^{(3)}(x) = \begin{cases} -4/L^2(x - L/2), & \text{if } 0 \leq x \leq L/2, \\ 4/L^2(x + L/2), & \text{if } -L/2 \leq x < 0, \\ 0, & \text{otherwise}; \end{cases} \]  
(A.3)

\[ \psi^{(4)}(x) = \begin{cases} -6/L^3\left(x^2 - L^2/4\right), & \text{if } |x| < L/2, \\ 0, & \text{otherwise}; \end{cases} \]  
(A.4)

\[ \psi^{(5)}(x) = \begin{cases} 30/L^5\left(x^2 - L^2/4\right)^2, & \text{if } |x| \leq L/2, \\ 0, & \text{otherwise}; \end{cases} \]  
(A.5)

\[ \psi^{(6)}(x) = \frac{6}{L\sqrt{2\pi}}\exp\left(-\frac{18x^2}{L^2}\right). \]  
(A.6)

**B. Lennard-Jones potential**

The dynamics of particles considered in this paper is governed by Lennard-Jones potential defined as

\[ U(\xi) = 4\varepsilon \left[ \left( \frac{\sigma}{\xi} \right)^{12} - \left( \frac{\sigma}{\xi} \right)^6 \right], \]  
(A.1)

with the potential well depth \( \varepsilon = 0.025 \). The same potential but with \( \varepsilon = 0.25 \) was used in Panchenko et al. (prep). The magnitude of \( \varepsilon \) defines how strong interaction between particles is. The potential is zero at the distance given by \( \sigma \) and reaches its minimum at the distance \( h = 2^{1/6}\sigma \) at which particles are in equilibrium. For smaller distances \( \xi < h \), the potential is repulsive whereas for \( \xi > h \) it is mildly attractive. When the distance \( \xi > 2.5h \), the force is very small and we set it to zero to speed up computations. This truncation of the potential tail typically takes into account 3 particles on each side from a current particle. Truncating at larger distances slightly decreases deviations of the total computed energy from its exact value (at \( t = 0 \)) and as a result slightly decreases the error in the approximation of the stresses, more so in the interaction stress.
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